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Abstract
Increased enrolments in higher education, and the shift to online
learning that has been escalated by the recent COVID pandemic,
have made it challenging for instructors to assist their students
with their learning needs. Contributing to the growing literature on
instructor-facing systems, this paper reports on the development
of a learning analytics (LA) technique called Student Inspection
Facilitator (SIF) that provides an explainable interpretation of stu-
dents learning behaviour to support instructors with the identi-
�cation of students in need of attention. Unlike many previous
predictive systems that automatically label students, our approach
provides explainable recommendations to guide data exploration
while still reserving judgement about interpreting student learning
to instructors. The insights derived from applying SIF in an intro-
ductory Information Systems course with 407 enrolled students
suggest that SIF can be utilised independent of the context and can
provide a meaningful interpretation of students’ learning behaviour
towards facilitating proactive support of students.
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1 Introduction
The growing popularity of remote and online learning in higher
education, together with a signi�cant and rapid increase in online
learning due to the COVID pandemic, have made it challenging
for instructors to realise and attend to the academic needs of their
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students. The LA community has presented various approaches to
address this issue. Promising approaches include the use of learn-
ing analytics dashboards (LADs) that provide visualisations to help
instructors with sensemaking regarding what is happening in their
course [21, 28], early warning systems that automatically identify
at-risk students [3, 7], tools that support instructors with sending
personalised feedback [5, 23], as well as newly developed LA meth-
ods that incorporate state of the art process mining and machine
learning algorithms to infer student learning tactics and strategies
[2, 16] or to recommend sub-populations of students who devi-
ate from the rest of the class based on learning process metrics
[19, 30]. Despite the advancements these solutions provide, each
comes with its own challenges and limitations: Many LADs have
been reported to have a low level of impact as they mostly present
descriptive statistics over raw clickstream data without any ground-
ing to learning theories or contextualisation, which makes the
interpretation and decision making di�cult [17]. Likewise, many
early warning systems are under increasing scrutiny due to the con-
cerns about the fairness, accountability, transparency, and ethics
(FATE) of black-box predictive models that provide lists of the at-
risk students without any explanation or justi�cation [15]. On the
contrary, personalised feedback tools that are based on manual �l-
tering for personalised feedback, such as OnTask [23], and SRES [5],
enable instructors to provide explainable and actionable feedback
for students. However, they require a notable time commitment
from instructors and rely on their complex multi-dimensional data
navigation skills, which have been shown to be a challenge for in-
structors without a technical background [29]. There is also a range
of newly developed LA methods and tools that address the issues of
LADs and early warning systems by providing in-depth knowledge
about students learning behaviour from temporal data [2, 16, 30]
but they are context-dependent and not suitable for adoption at the
scale of an institute with multiple teaching disciplines.

To mitigate some of the shortcomings of the current approaches,
in this paper, we present the Student Inspection Facilitator (SIF) - a
LA approach to help educators identify students in need of atten-
tion. SIF is designed to meet the following objectives: (1) support
utilisation cross disciplines and modalities, (2) support identi�ca-
tion of students in need of attention without requiring instructors
to spend an extensive amount of time and e�ort, (3) support AI
recommendations with explainability and interpretability to allow
for instructor oversight. SIF delivers a holistic view of each student
and prioritises for instructors’ personalised support, based on �ve
risk factors, grounded in literature, including: (1) performance level,
(2) engagement level, (3) performance consistency, (4) engagement
consistency, and (5) deviation from the class norm. To demonstrate
how SIF could be used in practice, we explore the insights derived
from the inspection of the students’ learning characteristics using
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data from an introductory Information Systems course with an
enrolment of 407 students.

2 Design Objectives
As a basis for our design, we turn to the existing literature to inform
SIF objectives.

Context Independence. In order for a LA solution to make a
long-term impact, its capability to be adopted at the scale of an
institute is crucial [11]. One of the critical challenges of adopting
LA from an institutional point of view that is identi�ed by literature
[11, 25], is where the LA technologies are designed to be compatible
with a particular educational context. For instance, a set of newly
developed LA techniques utilise process mining techniques on stu-
dents’ engagement data to derive insights about students learning
strategies. For instance, [16] successfully identi�es students’ tac-
tics and strategies [2] across di�erent learning design modalities
[9]. However, implementation of this approach requires contextu-
alisation for di�erent course designs. Similarly, [30] uses process
mining to identify sub-populations of students who deviate from
the rest of the class based on their learning processes. However,
the validity of the results depends on the instructional design of
the course and how �ne-grained the data is, which makes it un-
suitable for institute-wide adoption. Accordingly, to leverage these
concerns, we incorporate a core objective of supporting utilisation
cross disciplines and modalities in the design of SIF.

E�ective use of instructor time. A recognised concern with a
range of existing LA techniques is that they demand a lot of time
from academics [12]. For instance, descriptive LADs provide visu-
alisations and data exploration techniques for instructors’ observa-
tion and interpretation of student data [26]. Although instructors
are well-positioned to verify the pedagogical soundness of �ndings
of LA systems and contextualise them to their teaching, instructor-
led e�orts to manually explore complex multidimensional data sets
to identify students that need attention require technical expertise
and is time-consuming [29]. To mitigate the concerns regarding
academic workload, we incorporate a core objective of support-
ing identi�cation of students in need of attention without requiring
instructors to spend an extensive amount of time and e�ort forms
another core objective of SIF.

Explainability and interpretability. Early LA approaches
aimed to provide insights from student data by making automatic
interpretation and recommendations on students or course out-
come. These approaches are mainly used to predict on students
outcomes based on students’ logged data and demographic data
[26]. Predictive LADs generally, operate as “black-box” giving the
users no insight into the rationale of their choice [1]. Black-box
recommendations, have been found to be sensitive and limited to
real-world observational data, which are plagued with confounders
and biases [8, 15, 18]. Accordingly, to minimise automatic decision
making’s biases, we incorporate a core objective of supporting AI
recommendations with explainability and interpretability to allow
for instructor oversight in the design of SIF.

3 Student Inspection Facilitator (SIF)
In this section, guided by our core system objectives, we intro-
duce SIF. SIF is an inspection dashboard that presents students,
color-coded and ordered by their priority to be inspected. For each

student SIF provides a holistic view of the student’s data, and the
interpretation of their learning behaviour (i.e. the risk factor score),
to facilitate instructor’s support decisions. To meet our �rst ob-
jective - context independence - SIF’s interpretation of students’
learning behaviour is designed to be based on a �exible set of en-
gagement and performance metrics to allow the input to be context
independent (e.g., weekly engagement) or context-speci�c (e.g., en-
gagement with speci�c content), with no dependence on a speci�c
disciplinary context. To meet our second objective - e�ective use of
instructor time - SIF prioritises students to minimise instructors’ ef-
fort of searching through the whole set of students and to help with
identi�cation of students whose learning behaviour is more un-
common to be observed at an aggregated level. To avoid automatic
decision making and to engage instructors in judgement about
students’ learning, aligned with our third objective, SIF provides
explainability and interpretability of the students’ rankings by fol-
lowing Explainable arti�cial intelligence (XAI) principles suggested
by [13, 22]. SIF’s interface is designed based on the principles of
show-and-tell approach that provides justi�cations of decisions
made by the AI system accompanied by visualisations of input data
used to generate inferences.

Notation and de�nitions. Assume that a LA system has ac-
cess to a data set ⇡ containing information about a set of students
( = {B1, . . . B# } on a set of learning behaviour metrics such as
assessment scores and engagement level in di�erent learning activ-
ities" =<1, . . .< . Data pertaining to student B= is represented
in row = of ⇡ and data pertaining to metric : is represented in
column : of ⇡ . Therefore, 3=: stores information on students B=
based on metric<: . Our goal is to use a set of instructor selected
metrics " 0 2 " and data set ⇡ to infer a set of analytics out-
comes $ = {>1, . . . >!} that are used for ranking students on their
likelihood to need attention.

3.1 Methods and Algorithms
SIF’ algorithm takes two parameters as input: the dataset ⇡ and
the instructor selected learning behaviour metrics" 0 and returns
a ranked student list based on a set of risk factors, represented by
⌃. In our implementation, we considered the following analytics
as risk factors: (1) performance compared to the rest of the class,
(2) engagement compared to the rest of the class, (3) consistency of
performance across the assessment scores, (4) consistency of the
engagement across the engagement scores, (5) deviation from the
class norms. The algorithm consists of six main segments, which
are discussed below.

- Scale the selected metrics to an equal range. Our algorithm
normalises the students’ scores in the selected metrics" 0 to allow
for the comparison of heterogeneous attributes. The algorithm
applies a standardisation method based on z-score transformation
to scale all the metrics to the same range. The normalised scores
⇡ 0 are next used as an input for the four the following functions.

- Compute student performance level and engagement
level. This segment of the algorithm computes performance and en-
gagement ranking scores 0  ?4A 5 >A<0=24B  1, 0  4=6064<4=CB 
1 for a student B , where a higher ranking score is given to students
with a lower performance or engagement. It takes the dataset ⇡ 0

and sets a ranking score ?4A 5 >A<0=24B/4=6064<4=CB for each stu-
dent in ⇡ 0 based on the average of their performance scores. For



instance, ?4A 5 >A<0=24B = 0.05 indicates that student B is at 5%
range of the class in terms of the poorness of their performance.
Each score is evaluated relative to the class’s score distribution to
minimise the impact of external factors that a�ect the class overall
behaviour (e.g., the di�culty level of assessments).

We consider these two metrics because students’ online engage-
ment with learning management systems and students’ study per-
formance, have been reported as the most commonly used source
of data to identify students for intervention [32]. Correspondingly,
a wide range of LA techniques use these data to identify under-
engaged and under-performed students, and provide evidence on
the e�ectiveness of intervention towards those students [6, 10, 27].

- Compute student performance and engagement consist-
ency. This segment of the algorithm computes a performance con-
sistency ranking score 0  ?4A 5 >A<0=24⇠>=B8BC4=2~B  1 and an
engagement consistency ranking score 0  4=6064<4=C⇠>=B8BC4=2~B 
1 based on performance and engagement metrics" 0 for each stu-
dent, where a higher ranking score is given to students that have
a lower consistency in engagement or performance. We approach
this problem using the standard-deviation function to measure
the di�erences between the scores for each student. Similar to the
previous segments, each score is evaluated relative to the class’s
score distribution to minimise the impact of external factors on the
evaluation of students’ behaviour.

We consider these metrics as it has been shown that consist-
ency in learning behaviour and engagement re�ect self-regulation
strategies taken by students and is an important factor in identify-
ing at-risk students [31, 33, 33]. While many reasons can explain
inconsistency in learning behaviour, such as higher workload in
other courses, it is still worthwhile to monitor and inform the stu-
dents about the possible negative impact on their learning [14].

- Compute student deviation from the class norms. This
segment of the algorithm computes a class deviation ranking score
0  2;0BB⇡4E80C8>=B  1 for a student B , where a higher ranking
score is given to students whose learning process deviates the most
from their peers. It takes ⇡ 0 as input and sets a ranking score based
on each student’s distance from the class norms. We approach the
computation of class-deviation distance as an outlier-detection prob-
lem. To measure the outlier score, our algorithm uses the X-Means
clustering method to infer an appropriate number of centroids [24]
and to �nd coherent groups in the students’ set. Then, the distance
of each students’ score is computed based on (local outlier factor)
mechanism [4] using euclidian-distance function as

pÕ(?8 � @)2
where p,q are two points in Euclidian n-space.

We consider this metric to identify students with the most dif-
ferent learning processes, a factor in previous LA systems that
report on the most deviated subgroups of students [29, 30]. We ar-
gue that this outlier data may provide useful insights that identify
misconduct cases or students in need of support.

- Rank students based on their likelihood of needing at-
tention. Finally, we compute an overall ranking score for students
based on their likelihood to require attention using the resulting
scores in the �ve risk factors. To obtain a ranking score, we make
use of stochastic dominance [20] from decision theory where one
set of outcomes (set of risk factor scores for student B) can be con-
sidered superior to another set of outcomes (set of risk factor scores

of student B 0). The aim is to order the students in such a way that
one student is less ‘at-risk’ than another if their distribution of out-
comes is both smaller on average and less variable, while students
at a higher-risk have larger scores on average and more variability.
For obtaining our function, we consider the following two criteria,
which are related to the �rst-order and second-order stochastic
dominance:

(1) The overall ranking score for student B dominates the overall
ranking score for student B 0 if each risk score of student B dominates
that of scores of student B 0. If (?4A 5 >A<0=24B ) > (?4A 5 >A<0=24B0),
(4=6064<4=CB ) > (4=6064<4=CB0) , ?4A 5 >A<0=24⇠>=B8BC4=2~B >
?4A 5 >A<0=24⇠>=B8BC4=2~B0 , 4=6064<4=C⇠>=B8BC4=2~B >
4=6064<4=C⇠>=B8BC4=2~B0 and 2;0BB⇡4E80C8>=B > 2;0BB⇡4E80C8>=B0
then the overall rank of B must be higher than that of B 0.

(2) If the average of the risk scores of student B is equal to that
of student B 0, then the student with the higher standard deviation
across their risk scores will have a higher overall score. This cri-
terion would give a higher overall ranking score to students that
have a high score on some risk factors over those that have a me-
dium score across all risk factors.

In our algorithm we use the function, >E4A0;;'0=:B : [0, 1] !
[0, 1], >E4A0;;'0=:B =

Õ!
8=1 >

10
8 which satis�es both of the given

criteria to aggregate outcomes.

3.2 Interface
The SIF’s interface includes a two-level inspection panel that allows
users to select a set of engagement and assessment metrics and
visualises student data based on the resulting ranking. The �rst-
level panel (see Figure 1) shows student information cards, ordered
by the overall ranking scores according to three levels of priority
(high, medium, and low; color-coded in red, yellow and gray). Each
card provides a high-level overview of the student’s learning be-
haviour, including (1) threshold �ags for the risk factors with a
high score (e.g., red indicating scores > 90), and (2) visualisation
of the student’s engagement and performance in the selected met-
rics with a globally and locally comparable visualisation method,
namely a radar chart that includes the student’s data versus the �rst,
second and third quartiles of the class. Each card can be expanded
to show additional data (see Figure 2) on the student, including (1)
demographic data, and (2) box plots providing globally comparable
visualisation of student’s scores for each of the �ve risk factors.
Furthermore, a help interface is designed which provides informa-
tion on how students have been ranked and guidelines on how to
interpret the visualisations and the values.

3.3 Application
This section demonstrates an application of SIF using real data
captured from an undergraduate-level course with 407 students
delivered at The University of Queensland.

Student dataset.We use student data from a course that was
given in Semester 2 of 2021 to 407 undergraduate students. The
course was taught during the COVID pandemic and most of the
activities were performed online. As the learning behaviour met-
rics, we have selected a set of assessments and engagement that
students performed until the mid-semester break (Week 8 of the
semester), including the assignments {Assignment-1, Assignment-
2}, and weekly engagement with Blackboard learning platform. The



Figure 1: SIF’s student data inspection interface.

Figure 2: Detailed student information interface.

weekly engagement level is calculated by summing up the num-
ber of unique actions that each student takes in a day. Actions are
deemed to be unique if they occur within a �ve-minute window.

Results. By applying SIF on the student data, students were
ranked and categorised into high, medium, low, and no-priority for
their likelihood of requiring the instructor’s attention. We �rst ex-
plored the overall class behaviour in terms of the �ve characteristics
and observed the following insights: as demonstrated by box plots
in Figure 2 (in purple), (1) the average performance of students in
the class is generally high, with outliers being at the bottom of the
range, while their average weekly engagement is generally mod-
erate, with outliers being at the top of the range. This di�erence
is caused by assignment grades being capped while engagement
numbers are uncapped; (2) most students are consistent in perform-
ance and engagement and have low class-deviation which work
well for highlighting outliers with high deviation values, (3) overall
ranking, also as per design, have a low value for the majority of the
class, which leaves only a handful of cases for manual inspection.

Figure 1 demonstrates the overview cards for three students with
high overall ranking scores, containing: 1) a radar chart present-
ing the input parameters (i.e., Assignment-1 and Assignment-2
scores, and weekly engagement level for the �rst eight weeks of
the semester), 2) the �ags raised for the student from the �ve risk
factors. The main insights observed are: Student referred to as Sam
Johnson, has low performance (at 23% of the class), and very low
engagement (at 4% of the class), high inconsistency in perform-
ance (81%), and very high deviation from the class (at 100% of the
class). Accordingly, in the radar chart, Sam’s Assignment-2 is at
the bottom of the class (a�ecting his average performance), while

his Assignment-1 is at the second quartile of the class (making him
inconsistent in performance). His engagement is below the �rst
quartile of the class in all the weeks except in week-4, and the high
deviation from the class might be explained by the low engage-
ment in combination with a relatively high grade in assignment-2.
Meng Fang, two �ags have been raised indicating a high inconsist-
ency in engagement and high deviation from the class. Accordingly,
the radar chart for this student shows an extreme change of en-
gagement level in every second week up to Week 7. Furthermore,
outlining the class in most of the weekly engagements can explain
her high class-deviation. Despite the changes in engagement, Meng
has a high and consistent performance which can be discarded from
a need for an intervention by the instructor. Amir Isa is reported
within the medium priority category with a very low performance,
low engagement, andmedium deviation from the class. Accordingly,
the radar chart shows that Amir’s assignments are much lower than
the class’s �rst quartile, while he had a consistent low engagement
in most of the weeks. Furthermore, outlining the class negatively in
both of the assignments may explain his medium class-deviation.

4 Conclusion
This paper aims to facilitate instructors’ proactive support by de-
veloping an explainable LA approach, namely Students Inspection
Facilitator (SIF), for instructor-facing dashboards that utilises stu-
dents’ digital footprints to identify individual students that may
need instructors’ attention based on a set of risk factors grounded
in literature. To illustrate the practical application of SIF, we used a
data set obtained from an undergraduate course with 407 students
delivered at The University of Queensland. The primary �ndings
from inspecting the recommended students by SIF suggest that
SIF has the potential to be integrated into LADs at the institution
level to instantly and meaningfully interpret students’ learning
behaviour and rank them for interventions while still reserving the
judgment for the instructor to decide whether to intervene or not.
Our future work aims to conduct user studies to understand how
instructors may use this approach.
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