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Reflection and goal-setting are interrelated processes in well-established educational theories to promote in-

depth self-reflection and self-regulated learning. Prior studies have considered reflection to be an important 
antecedent for meaningful goal-setting. Yet, there lacks empirical evidence to shed light on how students’ abilities 
to reflect inform their abilities to set goals. Hence, in the present study, we aimed to quantify the connection 
between students’ retrospective reflection and their subsequent goal-setting, and derive more in-depth insights 
to benefit educators in their teaching to promote deeper reflection, more specific goal-setting and better self-

regulation. To this end, we utilised two fine-grained coding schemes, adapted from well-established reflection 
and goal-setting theories, respectively, as well as pertinent prior studies, to annotate the reflective and goal-

setting elements within 600 student responses in pharmacy curricula. We visualised such elements as a network 
graph to study students’ joint behavioural patterns in reflecting and setting goals. Then, we statistically analysed 
the correlation between students’ reflective levels and the goal specificities using a Mann Whitney U test. We 
found that (1) descriptive reflection and goals that included content and actions with additional details more 
commonly presented jointly; (2) students who reflected deeply tended to set more specific goals. These findings 
are further summarised and discussed to guide educators to adopt reflective and goal-setting practices when 
designing teaching activities. Moreover, driven by these findings, we emphasised the significance of aiding 
instructors to provide timely assessment to students’ written reflections so as to further ameliorate students’ 
reflective abilities. Therefore, we attempted to automate such assessments using five traditional machine learning 
algorithms and one deep learning approach based on Bidirectional Encoder Representation of Transformers 
(BERT), and discovered that BERT gave the best performance in terms of identifying reflective sentences and 
differentiating various reflective elements.
1. Introduction

Self-Regulated Learning (SRL) is theorised as a cyclical and goal-

oriented process in which learners set their learning goals and engage 
in different learning behaviours to accomplish those goals (Winne & 
Hadwin, 1998, Winne, 2018, Zimmerman, 2002). In this process, self-

regulated learners often reflect on their learning progress relative to 
goals they have set and, if they deem it necessary, alter their learn-

ing behaviours or modify their goals to boost the effectiveness of their 
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learning (Winne & Hadwin, 1998). Engagement in SRL is commonly 
considered to benefit students’ academic success across different sub-

jects and learning tasks (Cleary & Chen, 2009, Zimmerman, 2000), 
which, subsequently, may help students become more productive life-

long learners (Klug et al., 2011).

Goal-setting and reflection on prior studies are considered criti-

cal processes in most of the prominent SRL theoretical models (see 
(Panadero, 2017) for an overview). In particular, setting goals that are 
specific, measurable, attainable, realistic and time efficient (Doran et 
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al., 1981) has been documented to improve academic achievements, 
(e.g., (Mento et al., 1987, Kleingeld et al., 2011), (Locke et al., 1981), 
(Bryan & Locke, 1967), (Shell, 2020), (Acee et al., 2012), (Alessan-

dri et al., 2020)), because such goals define explicit standards against 
which learners can compare their performance (Marzouk et al.). Even 
though researchers and educators have proposed several instructional 
approaches to support goal-setting, such as abiding well-established the-

oretical goal-setting guidelines (e.g., (McCardle et al., 2017, Morisano 
et al., 2010)), and these approaches have helped learners improve 
the quality of their goals (McCardle et al., 2017) and academic per-

formance (Morisano et al., 2010), research to date appears to mainly 
focus on teaching learners how to set effective goals following the well-

established set of rules. However, students commonly tend to set goals 
that lack specificity, even after the importance of setting specific goals 
was purposely emphasised during instruction (McCardle et al., 2017).

To improve students’ abilities to set specific goals and promote their 
self-regulation, it is necessary to examine how students’ goal-setting be-

haviours relate to other processes underlying SRL. It has been theorised 
(Winne & Hadwin, 1998) and empirically documented (Raković et al., 
2022) that setting goals for future studying is associated to learners’ 
reflection on prior studying, another critical process in SRL. By reflect-

ing on prior studying, self-regulated learners recall their past learning 
experience (e.g., while they were studying before the exam) and feel-

ings related to that experience, evaluate their prior studying behaviours 
against their goals and make decisions to adapt their future studying be-

haviours, often by setting new goals (Winne & Hadwin, 1998, Raković 
et al., 2022). Furthermore, goal-setting is commonly considered an im-

portant activity in other theoretical models that emphasise students’ 
reflective practice in different educational contexts (Kolb, 1984, Gibbs, 
1988, Killion & Todnem, 1991, Boud et al., 1985a, Driscoll, 2006). 
Even though students’ reflective behaviours are theorised to be relevant 
to goal-setting and ensuring productive SRL, the relationship between 
students’ abilities to reflect and set goals appeared to be insufficiently 
examined in prior research. For instance, more research is needed to 
identify how different, fine-grained reflective behaviours students en-

gaged in may be related to goals that those students set after they 
engaged in reflections. This, in turn, may provide researchers with new 
opportunities to understand and support goal setting via learners’ re-

flective practice, and ultimately enable productive SRL.

Educators oftentimes task students with reflective writing assign-

ments to capture students’ states of reflection (Charon & Hermann, 
2012). Such states are represented in natural language which gener-

ally describes the consciously stated purpose and/or the exact context 
of reflection, with a specific outcome in regards to learning, action 
or clarification (Moon, 2007). Writing samples collected in this way 
may reveal more fine-grained information about students’ reflective and 
goal-setting behaviours, contributing a new source of data for instruc-

tors to better understand students’ learning process and potentially new 
knowledge to the learning sciences. Hence, the first aim of our current 
study was to determine the relationship between students’ abilities to 
reflect and set goals. With this in mind, we collected a total of 14,908 
reflective responses written by students in the setting of pharmaceu-

tical education and manually annotated 600 of them. The responses 
included students’ retrospective reflections, i.e., reflections on prior 
learning experience in an educational scenario such as a placement 
or an internship, and prospective goal-setting, i.e., goals learners set 
for future studying in the same scenario. To annotate these reflective 
responses, we utilised the fine-grained coding schemes rooted in well-

established theories and prior studies of reflective practice and goal 
settings to enable the comprehensive evaluations of students’ reflec-

tive and goal-setting behaviours. To accomplish the first aim of our 
study, we analysed the co-occurrence of reflective and goal-setting el-

ements identified in students’ reflective responses by visualising them 
in a network graph, and statistically examined the correlation between 
students’ levels of reflections and qualities of their set goals using the 
2

Mann-Whitney U test. Our findings demonstrated that students more 
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commonly reflected by describing their prior experience and feelings 
while setting goals that contained specific actions and contents (i.e., ar-

eas of improvement). More importantly, we observed that students who 
reflected more deeply on their prior studying tended to set more specific 
goals for future studying, whereas students whose reflective behaviours 
were not as deep tended to include fewer details in their set goals.

Driven by the findings described above, we posited that it was neces-

sary for instructors to provide timely support and feedback to students, 
who were less capable of reflecting critically, not only to promote 
more in-depth reflection but also to facilitate more comprehensive goal-

setting. In this respect, the instructors were expected to efficiently assess 
the reflective responses compiled by students. More importantly, educa-

tors need to instruct learners on how to identify, compare and contrast 
the features of descriptive reflections with those of evaluative or critical 
reflections and explicitly demonstrate such annotations on these fea-

tures to promote students’ attempts to write reflectively (Ryan, 2011). 
However, conducting assessments and annotations in a timely manner 
was impractical, especially under a high student-teacher ratio in higher 
education (Koc & Celik, 2015), as it heavily relied on laborious manual 
efforts. To address this challenge, researchers have developed various 
text analytical approaches based on Natural Language Processing Nat-

ural Language Processing (NLP) for automated analysis of reflective 
writing in different education scenarios (e.g., (Liu et al., 2017, Cheng, 
2017, Kovanović et al., 2018, Ullmann, 2019, Wulff et al., 2022)). How-

ever, yet limited attempts have been made to enable in conjunction 
the assessment of students’ overall reflective levels and the fine-grained 
analysis of the reflective elements embedded within students’ reflective 
responses, especially in the context of pharmaceutical education. Addi-

tionally, none of the existing studies, to the best of our knowledge, have 
compared the performance of machine learning-based NLP approaches 
with that of the deep learning-based ones in the automatic identifica-

tion of reflective elements.

To address the above research gap, the second aim of our study was 
to automate the evaluation of students’ reflective writings in two steps: 
1) to differentiate reflective sentences from non-reflective ones in stu-

dents’ reflective writings, and then 2) to identify the reflective elements 
each reflective sentence correspond to. To this end, we implemented 
models on the basis of the state-of-the-art pre-trained language model 
Bidirectional Encoder Representations of Transformers (BERT) (Devlin 
et al., 2019) which showed superior performance compared to other 
deep learning models in a prior study (Wulff et al., 2022). For compar-

ison, we developed classifiers based on five popular machine learning 
algorithms adopted by pertinent prior studies. By doing so, we expected 
to find out the extent to which the deep learning and machine learning 
approaches were able to identify the reflective elements in our coding 
scheme that enabled overall assessment to students’ levels of reflection. 
Our results indicated that the BERT-based models outperformed all ma-

chine learning-based ones, achieving F1 scores ranging from 0.82 to 
0.92.

2. Background

Goal-setting is a central process to self-regulated learning (Panadero, 
2017). Although the roles of goal-setting across SRL theoretical mod-

els may differ, researchers commonly agree that (1) goals provide the 
context to interpret tasks and (2) setting goals guides and motivates 
productive SRL behaviours. However, setting a general goal (e.g., “I 
will do my best”) is typically insufficient to promote self-regulation 
(Schunk, 2001). Instead, high-quality goals, i.e., the goals that clearly 
specify time constrains, actions, standards and content for learning 
tasks, have been considered to benefit SRL (McCardle et al., 2017). 
To assist students set specific goals, researchers utilised different in-

structional frameworks, e.g., TASC (i.e., timeframe, action, standard, 
content) (McCardle et al., 2017) and SMART (i.e., specific, measurable, 
attainable, relevant, time-bounded) (Wollny et al., 2019). Researchers 

showed that setting specific goals can increase engagement in self-
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regulation (Schunk, 2001, Koch & Nafziger, 2011, Latham & Locke, 
1991) and improve learning gains (Mento et al., 1987, Kleingeld et al., 
2011, Locke et al., 1981, Bryan & Locke, 1967, Oistad, 2020). Like-

wise, being another central process to SRL, reflection on prior studying 
can also support self-regulation and help learners boost their abilities 
in e.g., critical thinking and problem solving (Dewey, 1933, Mann et 
al., 2009). Even though reflection was defined differently by several 
researchers (Boud et al., 1985b, Dewey, 1933, Mezirow, 1991, Moon, 
1999), they generally agree that reflection should involve a purposeful 
and critical analysis of the past knowledge, feelings and experiences of 
oneself, which can lead to a better self-awareness and deeper compre-

hension of the knowledge. As a result of such reflection, students can 
increase their awareness about what did and what did not work well 
for them in prior studying to inform goal-setting and facilitate more 
effective future studying.

Educators have widely utilised reflective writing to capture students’ 
states of reflection and measure the attainment of skills, while allow-

ing students to share their thoughts, motives and feelings (Charon & 
Hermann, 2012). Ryan (2011) suggested that, to help students more ef-

fectively engage in reflection, educators should instruct them on how 
to identify, compare and contrast features of descriptive reflection and 
those of evaluative and critical reflection. To this end, educators need 
to comprehensively assess students’ reflective writings to gain a deeper 
insight into their reflective behaviours, such as by identifying and an-

notating the presence of different reflective elements in students’ re-

flective writings, e.g., learning strategies previously used, evaluation of 
effectiveness and anticipated usefulness of those strategies in similar 
learning tasks in the future. However, assessing students’ written reflec-

tions to provide feedback in a timely manner is often hindered by the 
complexity and high rhetorical demand of the writing task itself, espe-

cially in pharmacy curricula (Tsingos et al., 2015), posing a need for 
automating such assessments not only to assist educators in timely in-

tervention (Lucas et al., 2018) but also to help students improve their 
reflective ability (King, 2002).

Existing research on automatic reflective writing assessment mainly 
adopted three approaches: dictionary-based, rule-based and machine 
learning-based (Ullmann, 2019). While dictionary-based and rule-based 
approaches have been used to successfully identify the presence of re-

flective texts in student writing, they oftentimes relied on expert knowl-

edge to derive words or patterns of expressions which may limit their 
reliability and generalisability (Ullmann, 2019). As an alternative, re-

searchers have been increasingly using machine learning approaches to 
automatically detect linguistic reflective patterns.

For example, Liu et al. (2017) used Naive Bayes to classify teach-

ers’ reflective actions in online discussion posts, and achieved F1 scores 
between 0.79 and 0.85. Cheng (2017) used latent semantic analysis to 
classify students’ reflective skills and provide a holistic reflection assess-

ment, achieving accuracy scores between 0.72 and 0.82. Kovanović et 
al. (2018) classified students’ reflective behaviours on a sentence level 
with a Random Forest classifier and attained an overall accuracy of 
75%. Ullmann (2019) implemented several machine learning models 
to classify reflective elements of students’ reflections and obtained ac-

curacy scores between 0.71 and 0.96. Liu M. et al. (2019) extracted 
linguistic features from student reflective writing and trained multiple 
predictive models to differentiate reflective stages in corpora. The au-

thors identified Random Forests as the best performing model with a 
F1 score of 0.79. Wulff et al. (2022) harnessed the power of deep learn-

ing models (i.e., BERT, Long Short-Term Memory, Convolution Neural 
Network and Feedforward Neural Network) in classifying reflective ele-

ments of reflective essays written by pre-service physics teachers’, iden-

tifying BERT as the best-performing model with a weighted F1 score of 
3

0.81.
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2.1. Summary and RQs

Despite the strong connection between reflection and goal-setting in 
theories of SRL and reflective practice, limited attempts have been made 
to empirically examine the relationship between students’ reflective and 
goal-setting behaviours, which contributes potential new insights about 
students’ SRL for educators and researchers. To address this gap, we 
posed the following research question:

• RQ1: To what extent do students’ reflective behaviours correlate to 
their goal-setting behaviours?

The analysis of reflective writing is empirically challenging and the 
advancement of NLP approaches made the automation of these pro-

cesses more probable. Researchers to date have automatically assessed 
reflective writing either on a sentence level (e.g., (Kovanović et al., 
2018, Ullmann, 2019, Wulff et al., 2022)) or on a corpus level (e.g., 
(Liu et al., 2017, Cheng, 2017, Liu M. et al., 2019)). While assess-

ing students’ reflective writings on a corpus level identifies students’ 
overall capability in reflection, analysing and classifying reflective sen-

tences into single categories can reveal more fine-grained character-

istics of reflective writing to delineate student’s “reflection profile”. 
However, few studies have been conducted to date to automatically 
analyse both students’ overall reflective capability and the fine-grained 
characteristics of reflective writing, including reflective writing in phar-

maceutical education. Additionally, even though machine learning and 
deep learning-based NLP methods have demonstrated certain potential 
in the classification of reflective texts, some reflective elements were 
still challenging to be identified and all studies, to our knowledge, as-

sumed that one unit of analysis (e.g., sentence) can be classified into 
one, rather than multiple reflective categories. There is also a lack of 
empirical study to compare the performance of machine learning and 
deep learning-based methods in addressing this challenging classifica-

tion task. To address this gap, we posed the following research question:

• RQ2: To what extent can machine learning and deep learning-

based NLP techniques accurately identify fine-grained rhetorical 
elements in students’ written reflection?

3. Methods

3.1. Task and dataset

The reflective responses used in this study were collected from 1,321 
pharmacy students at an Australian University. Ethics approval has been 
obtained from Anonymous University for the collection of students’ re-

flective writing. The reflections were written between 2017 and 2019, 
as a part of a coaching program aimed at helping students improve their 
professional skills in pharmacy domain, e.g., communication, team-

work, empathy, integrity, inquiry, and problem-solving (Malone et al., 
2021). Before each coaching session, students were required to write a 
reflection on different topics, including exams, internships and place-

ments.

The students were instructed to develop reflections following the 
framework “What”, “So What” and “Now What” (Driscoll, 2006). Specif-

ically, in the “What” section, the students were prompted to describe 
their prior learning experience in an educational scenario (e.g., rehears-

ing a skill for a practical exam), reason about/evaluate their feelings 
related to that experience, identify any changes in their thoughts/be-

liefs as a result of that experience, and offer new insights into their 
learning. In the “So What” section, the students were prompted to re-

flect on how their learning experiences, and reactions or feelings related 
to those experiences may have impacted their life at the moment, how 
those may impact their future development and/or how their previous 
studying approaches may be improved. In the “Now What” section, the 

students were prompted to provide concrete and practical plans about 
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how they would improve their skills, based on what they reflected upon 
in the previous two sections. The students were asked to set their goals 
following the SMART framework (i.e., Specific, Measurable, Attainable, 
Relevant and Time-bounded) (Rubin, 2002).

We collected 14,908 reflections. The average word count of stu-

dents’ responses for the “What”, “So What” and “Now What” sections 
was 108.14 (𝑆𝐷 = 78.18), 121.03 (𝑆𝐷 = 75.84) and 106.36 (𝑆𝐷 = 66.45) 
words, respectively. The total number of reflections was 2,649 created 
in 2017, 5,230 in 2018, and 7,029 in 2019.

3.2. Coding schemes

As students’ reflective responses followed the “What, So-What, Now-

What” framework, these responses may reveal students’ retrospective 
reflections (i.e., reflections on past knowledge, feelings and experi-

ences) and students’ prospective learning goals, based on retrospective 
reflections. We noted that the reflective writing framework (Driscoll, 
2006) utilised in our study was inspired by the theories of reflection 
and experiential learning by Boud et al. (1985a), Dennison and Kirk 
(1990) and Kolb (1984). The reflective prompts provided to students 
aligned with the well-regarded theoretical framework proposed in Boud 
et al. (1985a). The framework posits that reflection involves three main 
stages:

1. Returning to Experience: learners chronologically review their past 
experience;

2. Attending to Feelings: learners reflect on their feelings related to that 
experience;

3. Re-Evaluating Experience includes five fine-grained and interrelated 
processes:

(a) Association: learners associate their feelings and knowledge 
from past experience and the present moment, and identify 
changes, e.g., inconsistent assumptions and improved compre-

hension;

(b) Integration: learners integrate the associations of the past and 
the present into new feelings and perspectives;

(c) Validation: learners validate their newly integrated perspectives 
and feelings against the existing ones to find (in)consistency;

(d) Approximation: learners attach their newly integrated ideas and 
feelings to their current personal life or to their future develop-

ment;

(e) Outcomes and Action: learners list possible actions to be imple-

mented as a result of the reflection.

An alignment between the expectations for the “What” section and the 
descriptions to Returning to Experience, Attending to Feelings, Association

and Integration could be observed, and so did the expectations for the 
“So What” section and the descriptions to Validation and Approximation. 
Similarly, the “Now What” section was supposed to elicit Outcomes and 
Action which can be used to understand students’ ability to set goals. 
Additionally, as mentioned in Boud et al. (1985a) that ones’ reflective 
behaviours commonly proceeded in linear stages within their frame-

work, it enabled us to quantify students’ levels of reflection.

Rubric for Evaluating Retrospective Reflection: We adopted and 
modified the rubric proposed by Tsingos et al. (2015) to evaluate stu-

dents’ retrospective reflections on a sentence level. This rubric was used 
in a context similar to our study and it built-upon the theoretical frame-

work proposed by Boud et al. (1985a), i.e., the framework that informed 
the reflective prompts in this study. We excluded Outcomes and Action

(goal-setting related categories) from (Tsingos et al., 2015), because stu-

dents’ set goals were assessed by the rubric described in Section 3.2 to 
more comprehensively reveal the goal specificities. The rubric by Tsin-

gos et al. (2015) also included another reflection model by Mezirow 
(1991) to differentiate non-reflective behaviours from reflective and 
critically reflective ones. Similar to Liu M. et al. (2019), to better fit 
4

the context of our study, we further adopted their rubric (Tsingos et 
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al., 2015) by combining the specifications for reflectors and critical 
reflectors as such a combination was on a higher level of Mezirow’s 
hierarchical model (Mezirow, 1991). To this end, phrases like “show 
some evidence” and “clearly provide edivence” were grouped together, 
simplifying the identification of reflective behaviours and avoiding am-

biguities. Furthermore, we adjusted the wording of the specifications 
(e.g., change “little or no evidence” to “no evidence”) to ensure a pre-

cise characterising of non-reflective behaviours. Accordingly, our rubric 
included six reflective processes, each with two levels (i.e., reflective 
and non-reflective) enabling the assessment of students’ reflective writ-

ing from both the breadth and depth dimensions (for rubric details, see 
Table 1).

Rubric for Evaluating Prospective Goal-setting:For the in-depth eval-

uation of students’ goal-setting, we composed a rubric based on the 
most common SMART interpretation (Rubin, 2002) which delineated a 
high-quality goal as being specific, measurable, attainable, relevant and 
time-bounded (for rubric details, see Table 2). It was expected that stu-

dents set goals as specific as possible by including 1) the specific future 
actions or routines to be followed instead of vague intentions (Locke 
et al., 1981, Schut & Stam, 1994) (i.e., action specific), 2) the specific 
skills to be improved and/or the outcomes to be achieved given the 
planned actions (i.e., content specific), 3) the specific metrics to enable 
the measurement of improvements and/or achievements instead of the 
subjective estimates of task or goal difficulty (Locke et al., 1981) (i.e., 
standard specific), 4) the specific time to measure such improvements 
and/or achievements, or the specific frequency for the planned actions 
(i.e., time-frame specific), and 5) as many details as possible (e.g., loca-

tions, people involved, possible challenges, possible benefits) in regards 
to the planned actions to ensure they were relevant and attainable (i.e., 
details specific).

We formulated the rubric in a way that all criteria involved could 
be assessed objectively to ensure an accurate and consistent evaluation 
to students’ prospective goal-setting on a sentence level.

3.3. Data annotation

In our initial analysis of students’ written reflections, we found that 
some students did not comply with the given instructions (e.g., not fol-

lowing the sequential order of the reflective writing prompts and not 
clearly identifying sections within the response). Such responses from 
students with formatting issues posed challenges to our annotation and 
were thus excluded, resulting in a total number of 9,828 students’ re-

flective responses for analysis. Subsequently, given that the manual 
assessment of reflective writing is time-consuming, we randomly se-

lected 600 reflective responses to be annotated utilising the rubrics 
presented in Section 3.2. It was worth noting that in our annotation, 
we allowed one sentence to be assigned to more than one process/cri-

terion.

Two coders with relevant expertise were involved in the annotation 
process. The two coders were trained by annotating 10 reflective re-

sponses together based on the rubric to ensure consistency. Then, they 
independently annotated a subset of 20 reflective responses to measure 
the inter-coder agreement. Due to the large number of categories and 
differences in student writing, it took the coders five rounds of training, 
independent annotations and conflict resolutions to achieve the inter-

rater agreement of 80%, a commonly accepted reliability threshold in 
discourse analysis (Artstein & Poesio, 2008), and each round with a 
newly sampled set of responses. Some annotation rules were refined 
during this stage (e.g., though we expected students to use “I” as pro-

noun in Returning to Experience, we accepted the use of “we” as pronoun; 
though we expected students to use future tense in action specific, we ac-

cepted the use of past future tense). As a result, the two coders achieved 
81.2% agreement in the training stage to proceed to the annotation of 
the 600 selected reflective responses. The conflicts of the annotation 
stage were addressed in a case-by-case manner where the two coders 

discussed and resolved the disagreements. We noticed that a portion of 
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Table 1

Rubric for Evaluating Retrospective Reflection.

Stage and Process Non-reflective Reflective

Returning to Experience Experience was not clearly described Experience was clearly described (the description may in-

clude chronological information or personal judgements)

Attending to Feelings Personal feelings were not described or were described with-

out evaluation

Personal feelings were described with judgements/reasons 
provided

Re-evaluating 
Experience

Association No links between prior knowledge, feelings or attitudes, and 
newly acquired knowledge, feelings or attitudes

Links between prior knowledge, feelings or attitudes, and 
newly acquired knowledge, feelings or attitudes

Integration Association between prior and new knowledge, feelings or 
attitude provided, but new insights not provided

Association between prior and new knowledge, feelings or 
attitude provided, and new insights provided

Validation No self-assessment of the new insights or no reference to 
prior experience provided

Self-assessment of the new insights provided, with reference 
to prior experience

Approximation New insights not related to current life and/or future devel-

opment

New insights related to current life and/or future develop-

ment (may specifically infer the impact of the connections)

Table 2

Rubric for Evaluating Prospective Goal-setting.

Criteria Not specific Specific

Action specific Goal only vaguely stated a plan without in depth descriptions Goal specifically described the actions or routines to be used to achieve 
the goal

Content specific Goal did not mention specific aspects to be improved Goal specified what exactly would be achieved or improved

Standard specific Goal was not measurable to mark progress Goal clearly described metrics to measure progress of achievement

Time frame specific Goal did not include an exact time or frequency for the action or a 
deadline for the goal

Goal supplied an exact time for the actions to be done and/or a fre-

quency of the actions and/or a deadline for the goal

Details specific Goal did not include other details about the actions Goal included additional details about the actions (any of locations, 
people involved, evaluations of the action, possible challenges, possible 
solutions to challenges, possible benefits)
students’ reflective responses did not present reflective processes and/or 
goal-setting criteria at all. Such responses were excluded in our later 
analyses, retaining a total number of 493 student responses.

3.4. Data analysis

To identify the relationship between students’ reflective and goal-

setting behaviours (RQ1), we visualised student reflective processes 
and goal-setting criteria as a network graph. Each node in the network 
graph represented either a reflective process or a goal characteristic. 
The nodes were presented in different sizes to indicate frequency of 
corresponding categories in the 493 annotated samples. The nodes were 
connected by edges that had various thicknesses depicting frequencies 
of co-occurrence between each pair of nodes. By delineating the el-

ements and their connections as a network graph, we were able to 
identify the elements more commonly expressed by the students both 
individually and jointly and thus, obtain a better understanding to stu-

dents’ behavioural patterns in reflection and goal-setting.

To reveal the correlation between students’ abilities to reflect and 
set goals, we further grouped students into shallow reflector and deep re-
flector to statistically analyse the specificities of their set goals. Similar 
to Sen (2010), we characterised a student as either a shallow reflector, 
i.e., students with only reflections of Returning to Experience and/or At-

tending to Feelings, which were delineated to be descriptive in Boud et 
al.’s model (Boud et al., 1985a); or a deep reflector, i.e., students with 
reflections reaching any of the Association, Integration, Validation and 
Approximation, where they started to re-assess their prior experience 
in these processes to establish connections between the past and the 
present (Boud et al., 1985a).

Such a grouping followed the sequential reflective stages Boud et al.

established in their model (Boud et al., 1985a) that reflection started 
from Returning to Experience to Attending to Feelings and eventually to 
Re-evaluating Experience. We then calculated a specificity score for each 
prospective goal-setting based on the number of criteria met, and in-

vestigate whether the specificity scores of shallow reflector differed from 
5

those of deep reflector significantly by adopting the Mann-Whitney U 
test (Mann & Whitney, 1947) provided in the toolkit SciPy1 as it had no 
requirements in regards to distribution or sample size equality.

3.5. Predictive models

To address RQ2, we implemented several predictive models 1) first 
to differentiate reflective sentences from non-reflective ones, and then 
2) to classify the reflective sentences into their corresponding reflective 
stages specified in Table 1. By doing so, our predictive results could 
enable the categorisation of a retrospective reflection as either a shallow 
reflector or a deep reflector in alignment with the grouping in Section 3.4.

We utilised machine learning algorithms including Naive Bayes 
(NB), Support Vector Machine (SVM) and Random Forest (RF) as they 
had evinced potentialities in similar prior studies (Liu et al., 2017, Ull-

mann, 2019, Kovanović et al., 2018). Additionally, we included Logistic 
Regression (LR) and XGBoost as they were widely demonstrated to be 
effective in prior studies classifying educational texts (Sha et al., 2021, 
Li et al., 2022). We also harnessed the power of the state-of-the-art pre-

trained language model BERT (Devlin et al., 2019) to implement deep 
learning models inspired by their superb performance (Sha et al., 2021, 
Li et al., 2022, Wulff et al., 2022).

As pointed out in Ullmann (2019) that not all sentences within stu-

dents’ reflective writing delivered reflective elements, our first aim was 
to examine the performance of the predictive models in distinguishing 
between reflective and non-reflective sentences within the reflections. 
To this end, sentences annotated with corresponding reflective pro-

cesses were considered reflective while those without were marked as 
non-reflective, leading to 1,858 reflective sentences and 2,679 non-

reflective ones. To address the class imbalance issue, we utilised the 
random under-sampling approach, as prior study has suggested that it 
outperformed other sampling techniques in binary classification tasks 
when data were not highly unbalanced (Chen et al., 2011). Hence, we 
implemented five traditional machine learning classifiers and a BERT-

based classifier for the classification of reflective and non-reflective 
sentences. Subsequently, we examined the performance of the same 
1 https://scipy .org/.

https://scipy.org/
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approaches in distinguishing among the three reflective stages (i.e., 
Returning to Experience, Attending to Feelings and Re-Evaluating Experi-

ence) for the reflective sentences. We implemented the models in two 
manners. The first was to implement binary classifiers to distinguish 
whether a reflective sentence corresponds to a specific reflective stage. 
The same under-sampling class balancing technique was used in these 
binary classifications. The second was to implement multi-class classi-

fiers to identify the reflective stages for the sentences.

Preliminary data pre-processing was uniformly done for all anal-

yses including lowercasing and removing contents between brackets 
because, during annotation, we found that such contents (e.g., “the 
evidence can be found in appendix”) tended to be meaningless for 
the context of the sentences. Afterwards, we extracted textual features 
demonstrated to be promising in a similar prior study (Kovanović et al., 
2018) and other educational text classification studies (e.g., educational 
forum posts (Sha et al., 2021), learning outcomes (Li et al., 2022)) for 
our machine learning models. Specifically, the features we extracted 
were: 1,000 most frequent uni-grams, 1,000 most frequent bi-grams, 
and 1,000 most frequent terms using TF-IDF all exclusive of stopwords; 
the automated readability index (Senter & Smith, 1967); and a total 
number of 93 LIWC features (Pennebaker et al., 2015). In the meantime, 
word tokens were generated as inputs to the BERT-based models with 
a HuggingFace (Wolf et al., 2019) pre-trained tokenizer BERT-base-
uncased.

The NB, SVM, LR, RF and XGBoost models were implemented with 
the aid of Scikit-Learn (Pedregosa et al., 2011) and XGBoost (Chen & 
Guestrin, 2016) while the BERT-base-uncased by HuggingFace (Wolf 
et al., 2019) was fine-tuned in our study. The dataset was split in an 
80:20 ratio – 80% of the data were used for model training while the 
remaining 20% served the purpose of evaluating the performance of the 
classifiers. As machine learning and deep learning models employed dif-

ferent strategies for optimisation, for the machine learning models, we 
conducted hyperparameter tuning using grid search with 3-fold cross-

validation given the 80% training data to reliably select the optimal sets 
of parameters for each model, with F1 score as the evaluation metric. 
For deep learning models, we further split the 80% training data, per-

taining 80% for model fine-tuning and 20% for validation. The BERT-

based models had a total of 12 hidden layers, each accommodating 768 
neurons. For the binary classifications, an additional linear layer, with 
two output neurons and softmax as the activation function, was inte-

grated to BERT-base-uncased. For the multi-class classification, an 
additional linear layer, with three output neurons and softmax as the ac-

tivation function, was appended to BERT-base-uncased. To predom-

inantly avoid overfitting in the deep learning models, we introduced 
roll-back mechanism to return the models to their best-performing state 
based on the F1 scores on the evaluation set. Thereupon, we measured 
the performance of the models on the testing set using several metrics 
including accuracy, Cohen’s 𝜅, Area Under ROC Curve (ROC-AUC) and 
F1 score for their reliability in measuring model performance (Sha et 
al., 2021, Li et al., 2022).

4. Results

In 493 reflective responses we analysed, 1,165 sentences were la-

belled as Returning to Experience, 432 as Attending to Feelings, 168 as 
Association, 67 as Integration, 11 as Validation, and 15 as Approxima-

tion. Students mainly described their prior experience. Many reflective 
responses also contain students’ personal feelings, evaluations and/or 
inference related to those feelings. Further, approximately one third of 
the students re-evaluated their prior experience to different extents. At 
the same time, 738 sentences of goal setting responses were labelled as 
action specific, 376 as content specific, 298 as details specific, 19 sentences 
as standard specific, and 167 sentences as time frame specific. Students 
commonly included planned actions in their set goals. Most of these ac-

tions target specific areas of improvements (i.e. content) and include 
6

additional details. Roughly one third of these goals have incorporated 
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Table 3

Classification Performance for differentiating reflective vs. non-reflective sen-

tences by the six approaches (i.e., NB, SVM, LR, RF, XGBoost, and BERT). The 
best performance for each evaluation metric is highlighted in bold.

Methods Accuracy Cohen’s 𝜅 AUC F1

NB 0.5745 0.1735 0.5905 0.6040

SVM 0.6596 0.3125 0.6568 0.6220

LR 0.6684 0.3252 0.6619 0.6176

RF 0.6649 0.3084 0.6514 0.5846

XGBoost 0.6844 0.3553 0.6762 0.6292

BERT 0.7730 0.5326 0.7619 0.7217

specified frequencies or time-frames for the planned actions. However, 
students rarely defined standards to measure the achievement of their 
goals.

4.1. Relation between students’ abilities to reflect and set goals

The connections among the reflective processes and goal-setting cri-

teria visualised as a network graph (i.e., Fig. 1) illustrates students’ 
behavioural patterns in reflection and goal-setting. We can observe that 
Returning to Experience, Attending to Feelings, action specific, and content 
specific were most regularly delivered both individually and in conjunc-

tion followed by Details specific in students’ reflective writing. We found 
that Association, Integration and time frame specific co-occurred less fre-

quently with others in the network, and Validation, Approximation and 
standard specific were rarely delivered jointly with other elements in stu-

dents’ reflective responses. Interestingly, we discovered that Validation, 
Approximation and standard specific were not connected to each other in 
the network. These results imply that:

1. students who returned to their experience when reflecting were 
able to plan future actions in their set goals; for these students:

(a) most of them tended to attend to their feelings and specify ar-

eas of improvements; for these students:

i. a good number of them included additional details in their 
planned actions;

ii. a moderate number of them managed to associate prior ex-

perience with present one to re-evaluate their experiences;

2. higher-level reflective processes (i.e., Validation and Approximation) 
and more concrete levels of details in goal-setting (i.e., standard spe-

cific) were harder to achieve both respectively and in conjunction, 
and hence, educators need to contribute more efforts to promote 
deeper reflection and more comprehensive goal-setting.

Our grouping regarding the different reflective levels led to 352 shallow 
reflectors and 141 deep reflectors. The respective sets of specificity scores 
for their set goals were compared. The deep reflector (𝑀𝑑𝑛 = 4; 𝑄1 = 3; 
𝑄3 = 4) seemed to set more specific goals than the shallow reflector

(𝑀𝑑𝑛 = 2; 𝑄1 = 2; 𝑄3 = 3) and our one-sided Mann-Whitney U test (i.e., 
the distribution of the specificity scores for deep reflectors is stochasti-

cally greater than the distribution underlying the specificity scores for 
shallow reflectors) confirmed that this difference was statistically signifi-

cant, 𝑈 (𝑁𝑠ℎ𝑎𝑙𝑙𝑜𝑤 𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑜𝑟 = 352, 𝑁𝑑𝑒𝑒𝑝 𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑜𝑟 = 141) = 7278.5, 𝑧 = 2.294, 𝑝 =
.009 with an effect size of 𝑟 = 0.216. Therefore, we can conclude from 
this result that for students who reflect deeply, their set goals tend to 
be more specific than those from students who reflect superficially.

4.2. Predictive model performance

We can observe that XGBoost is the best-performing model com-

pared to other traditional machine learning models, whereas the BERT-

based deep learning model remarkably outperformed all machine learn-

ing models, achieving an accuracy of 77.3%, a Cohen’s 𝜅 of 0.53, an 
AUC score of 0.76 and a F1 score of 0.72 (Table 3). In the cases of binary 

classifications, RF tended to be the most robust classifier, except in the 
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Fig. 1. Network Graph for Reflective Processes and Goal-specific Criteria (Node Size: Occurrence Frequency of Each Node; Edge Thickness: Co-occurrence Frequency 
of Two Nodes).

Table 4

Classification Performance for differentiating among reflective stages by the six approaches (i.e., NB, SVM, LR, RF, XGBoost, and BERT) in two manners (i.e. binary 
and multi-class). The best performance for each evaluation metric is highlighted in bold for each task.

Methods Binary Classification
Multi-Class

Returning to Experience Attending to Feelings Re-Evaluating Experience Reflective Stage Classification

Acc. Cohen’s 𝜅 AUC F1 Acc. Cohen’s 𝜅 AUC F1 Acc. Cohen’s 𝜅 AUC F1 Acc. Cohen’s 𝜅 AUC F1

NB 0.6643 0.3281 0.6639 0.6245 0.7090 0.4179 0.7090 0.7273 0.5638 0.1277 0.5638 0.5773 0.5366 0.2512 0.6379 0.5039

SVM 0.7385 0.4770 0.7385 0.7376 0.7015 0.4030 0.7015 0.7143 0.5426 0.0851 0.5426 0.5905 0.6992 0.4624 0.8388 0.6291

LR 0.7244 0.4487 0.7244 0.7214 0.7239 0.4478 0.7239 0.7176 0.6170 0.2340 0.6170 0.6400 0.6992 0.4691 0.8342 0.6368

RF 0.7314 0.4628 0.7314 0.7246 0.8134 0.6269 0.8134 0.8000 0.6702 0.3404 0.6702 0.7103 0.7114 0.4682 0.8625 0.6193

XGBoost 0.7032 0.4063 0.7031 0.6978 0.7910 0.5821 0.7910 0.7879 0.6383 0.2766 0.6383 0.6600 0.6992 0.4681 0.8456 0.6466

BERT 0.8304 0.6609 0.8305 0.8356 0.9179 0.8358 0.9179 0.9160 0.8191 0.6383 0.8191 0.8211 0.8577 0.7567 0.9506 0.8391
classification of whether a reflective sentence corresponded to Returning 
to Experience where SVM slightly outperformed RF (Table 4). However, 
the BERT-based deep learning models still achieved considerably better 
performance than all machine learning models. The reflective stage At-

tending to Feelings seemed to be the easiest one to differentiate followed 
by Returning to Experience and then Re-Evaluating Experience. For the 
multi-class classification of reflective stages, SVM, LR, RF and XGBoost 
achieved similar performance. The BERT-based deep learning model 
significantly outperformed the machine learning models in all evalua-

tion metrics, achieving accuracy scores and F1 scores greater than 0.82 
and Cohen’s 𝜅 greater than 0.64 which indicated substantial agreement 
between the models and the coders.

By comparison, we found that:

• for the classification of reflective stages:

– with machine learning approaches, binary classifications achieve 
overall better performance than multi-class classification in most 
cases;

– with BERT-based deep learning approach, binary classifications 
achieve similar overall performance compared to multi-class 
classification;

• the overall performance for differentiating reflective vs. non-

reflective sentences is worse than that of distinguishing reflective 
stages.

5. Discussion

Prior research has provided theoretical foundations (Panadero, 
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2017, Kolb, 1984, Gibbs, 1988, Killion & Todnem, 1991, Boud et al., 
1985a, Driscoll, 2006) and empirical evidence that reflection and goal-

setting are interrelated processes within SRL (Raković et al., 2022). In 
the present study, we investigated the relationship between students’ 
reflections on prior learning and goals students set for future learning. 
We did so by examining students’ reflective and goal-setting behaviours 
recorded in the reflective writing task. Our results align with prior stud-

ies showing that students who appeared to engage in lower-level reflec-

tive processes (e.g., Returning to Experience and Attending to Feelings), as 
defined by Boud et al. (1985a), formulated their reflective responses in 
a rather descriptive way (Sen, 2010) with limited evaluative/critical re-

flection about their prior studying (Abdul Rabu & Badlishah, 2020). On 
the other hand, students who appeared to more deeply reflect on their 
prior studying included more detailed evaluations in their reflective re-

sponses, e.g., how their new insights differ from their prior believes 
and how they connect to personal development. We also found that 
many students in the dataset observed clearly described their planned 
actions for future studying, including areas of improvement (e.g., com-

munication skills) and additional details to the actions (e.g., anticipated 
challenges and potential solutions). We speculate this finding may be 
due to the detailed instructions on goal-settings that learning coaches 
provided to pharmacy students. For instance, these instructions closely 
followed the SMART framework for goal settings, e.g., guide students to 
set specific goals that are relevant to them to meet course learning ob-

jectives. This further confirms prior findings that using theory-aligned 
frameworks to guide students’ goal setting may improve the specificity 
of the goals students set (Shell, 2020, Acee et al., 2012, Alessandri et 
al., 2020, Kleingeld et al., 2011). Our findings also conform to prior re-

search showing that students’ reflective behaviours may correlate with 

their goal-setting behaviours (Raković et al., 2022). To this end, ed-
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ucators may opt in to administer reflective and goal-setting activities 
concurrently to more effectively facilitate deeper evaluation of prior 
studying from students which, in turn, leads to the development of more 
specific, measurable and attainable goals. Possible instructional designs 
include but are not limited to reflective writing tasks, think-aloud ses-

sions (Whitehead et al., 2016), mindfulness-based practices (Nugent et 
al., 2011) and goal-setting worksheets (Nordengren, 2019). The integra-

tion of such instructional designs has the potential to improve students’ 
metacognitive and goal-setting skills, which may further benefit the 
development of students’ self-regulated learning in the long run.

We also demonstrated that the BERT-based deep learning models 
may outperform traditional machine learning models in identifying re-

flective sentences and classifying those sentences relative to the assess-

ment rubric. Apart from these, the BERT-based automatic evaluation 
can facilitate classification of students’ reflective responses. Our classi-

fication models can differentiate among students’ reflective behaviours 
relative to breadth and depth dimensions (Tsingos et al., 2015), thus 
providing a potential computational means for educators to not only 
identify different reflective elements within an individual reflection, 
but also to perform at-scale overall assessment of students’ reflective 
levels. Moreover, high classification performance documented for the 
BERT-based predictive models in the present study aligns with prior re-

search (Wulff et al., 2022) that showed BERT-based models were able 
to accomplish considerable performance in classifying student reflec-

tive writing with limited data. Accordingly, BERT-based deep learning 
modelling may be considered a viable and more promising approach to 
automatically evaluate reflective writing in educational settings given 
that the acquisition of larger scales of reflective essays has traditionally 
been considered challenging. In addition, as our BERT-based models 
could be reliably employed for such automatic evaluation it is probable 
to implement a tool with an interactive interface (e.g., a web appli-

cation) that colorcodes various reflective elements in students’ written 
reflections relative to the coding schema articulated in this study and 
provides formative feedback to students on their reflective writings. In 
this way, the tool may indicate to students the existing elements in 
their reflective responses and identify specific reflective elements that 
are still missing in the responses. Such a tool can not only facilitate ef-

ficient evaluation so as to enable timely feedback from educators, but 
also benefit students to conduct self-assessment, obtaining an idea of 
their limitations while identifying and contrasting reflective elements 
to potentially promote their reflective ability (Ryan, 2011).

6. Conclusion

In conclusion, we comprehensively assessed students’ reflective writ-

ings, which contained their retrospective reflection and prospective 
goal-setting, to evaluate their reflective and goal-setting behaviours and 
discovered that the majority of students managed to jointly include 
descriptive reflection, and specify planned actions, targeted areas of 
improvement and additional details to the planned actions in their set 
goals. However, the higher-level evaluative reflection and more con-

crete goal-setting seemed harder to achieve by students. To the best of 
our knowledge, our study is the first to look into students’ behavioural 
patterns of reflecting and setting goals jointly. More importantly, we 
revealed that students who reflected deeply tended to set more specific 
goals. Though researchers have suggested the potential benefits of in-

corporating reflection to inform students’ goal-setting (Raković et al., 
2022), to our knowledge, our study is the first to provide empirical evi-

dence on such a correlation. Our findings contribute prospectively new 
knowledge to learning sciences. Additionally, we identified BERT-based 
approach to be the most promising one in the automatic identifica-

tion of reflective sentences and their corresponding reflective stages 
within students’ written reflection in pharmacy curricula. Such automa-

tion can clearly and holistically reveal students’ levels of reflection with 
an assessment rubric containing both breadth and depth dimensions. 
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Thereupon, we posit that 1) educators, course designers and educational 
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institutions should adopt jointly reflective and goal-setting activities in 
their instructional design to more effectively boost students’ metacog-

nitive skills and self-regulation; 2) educational researchers aiming to 
automate the effective evaluation of reflective writings and/or imple-

menting educational technologies to assist the evaluation of such writ-

ten responses should harness the power of state-of-the-art pre-trained 
language models.

7. Limitations and future work

In the current study, the evaluation frameworks for retrospective 
reflection and prospective goal-setting were developed based on the 
theory by Boud et al. (1985a), Mezirow (1991) and Rubin (2002). How-

ever, there are many other reflection models (e.g., (Moon, 1999, Dewey, 
1933)) and goal-setting guidelines (e.g., (McCardle et al., 2017)). Even 
for the same guideline, there could be more than one interpretation 
(e.g., SMART (Rubin, 2002)). Future studies may be conducted to 
understand whether students show similar reflective and goal-setting 
behaviours assessed by other frameworks. In our current study, we 
identified BERT-based deep learning approach as the most effective 
one. However, the model for identifying reflective sentences didn’t per-

form as satisfactorily as the ones differentiating reflective elements. 
Future work may experiment more advanced pre-trained language mod-

els (e.g., GPT-3 (Brown et al., 2020), RoBERTa (Liu Y. et al., 2019)) 
to potentially achieve better performance. Additionally, as deep learn-

ing models lacked interpretability, further studies could be conducted 
utilising Explainable Artificial Intelligence approaches to incorporate 
interpretability to the automatic evaluation of students’ reflective writ-

ings. Due to the subjective nature of assessing students’ set goals (e.g., 
whether goals are attainable depends on instructors’ subjective eval-

uation of individual student’s capabilities), we excluded the automatic 
evaluation of students’ goal-settings from the scope of the current study. 
However, future studies may investigate the possibility of incorporating 
students’ characteristics (e.g. past performance) to enable such automa-

tion.

8. Statements on open data and ethics
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