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ABSTRACT
The benefits of incorporating scaffolds that promote strategies of
self-regulated learning (SRL) to help student learning are widely
studied and recognised in the literature. However, the best methods
for incorporating them in educational technologies and empirical
evidence about which scaffolds are most beneficial to students are
still emerging. In this paper, we report our findings from conduct-
ing an in-the-field controlled experiment with 797 post-secondary
students to evaluate the impact of incorporating scaffolds for pro-
moting SRL strategies in the context of assisting students in creat-
ing novel content, also known as learnersourcing. The experiment
had five conditions, including a control group that had access to
none of the scaffolding strategies for creating content, three groups
each having access to one of the scaffolding strategies (planning,
externally-facilitated monitoring and self-assessing) and a group
with access to all of the aforementioned scaffolds. The results re-
vealed that the addition of the scaffolds for SRL strategies increased
the complexity and effort required for creating content, were not
positively assessed by learners and led to slight improvements in
the quality of the generated content. We discuss the implications of
our findings for incorporating SRL strategies in educational tech-
nologies.

CCS CONCEPTS
•Applied computing→Computer-assisted instruction; •Human-
centered computing→Empirical studies in collaborative and
social computing;Collaborative content creation;Collabora-
tive and social computing systems and tools;
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1 INTRODUCTION
Self-regulated learning (SRL) is considered an essential competence
and a lifelong learning skill [36]. SRL views a learner as an agent
[31] who can become proactive [37] to choose, adapt and develop
strategies and instructions they need to accomplish their learning
goals [31, 36]. Educators can support learners’ SRL development
through the use of various scaffolds to enable students to better
metacognitively monitor and control their learning [4]. However, as
class sizes increase, it becomes more challenging for instructors to
effectively incorporate SRL strategies in class, and it becomes more
difficult to measure the effectiveness of these strategies in real-life
contexts (i.e., to what extent students are utilising the scaffolding
artifact).

Recent advances in educational technologies enable education
system designers to develop customised learning environments
in which educators can readily manage the provision of SRL and
metacognitive support, ranging from fixed scaffolds to dynamic
adaptive scaffolds [4, 8, 23]. However, while theory about the role
of SRL in enhancing learning is coherent [26], the best methods
for incorporating them in educational technologies and empiri-
cal evidence of their effectiveness are still emerging [8][3, p.14].
This paper contributes to filling this research gap by empirically
examining the impact and challenges of incorporating technolog-
ical interventions to promote effective SRL strategies to support
students in creating novel content. Implementing SRL in different
learning contexts might shed light on how SRL can improve learn-
ers’ performance and learning, and whether the implementation
principles should differ from one context to another [14].

Engaging students in content creation, also referred to as learn-
ersourcing [19, 22], has been demonstrated to have many benefits,
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including development of large repositories of learning content
that can be used for studying [24] or within adaptive educational
systems [21]. However, in terms of quality, the contents created by
students vary from those that meet rigorous standards to those that
are incorrect or ineffective. We posit that part of the issue might be
explained by the fact that learnersourcing systems have been offer-
ing expert-in-training students a similar interface to those offered
to expert instructors. We, therefore, investigate whether designing
learnersourcing interfaces that benefit from well-established SRL
strategies may help students in creating content. We limited the
scope of our experiment to helping students create multiple-choice
questions (MCQs) (and their variants, i.e., multiple answers) and
offered three strategies from the SRL literature: planning to help
students set goals and better prepare for creating MCQs [17, 34];
externally-facilitated monitoring, providing students with checklists
based on best practice for creating MCQs [12] to help them monitor
their performance [5, 13]; and self-assessing to encourage students
to self-assess their work and write a reflection about their perfor-
mance and the process they followed to come up with the question
[27, 29].

To evaluate our design, we conducted an in-the-field randomised
control experiment of five conditions with 797 participants who
had created 1,907 MCQs in two university-level courses. The five
conditions included a control group that had access to none of the
strategies for creating content, three groups each having access to
one of the strategies (planning, monitoring and self-assessing) and
a group with access to all of the aforementioned strategies. We ex-
plored the effect of the strategies on the process of creating content,
students’ perception of their benefits and their actual impact on
the quality of the created resources.

2 METHOD
In this study, we explore the effect of incorporating the explicit SRL
strategies of planning, externally-facilitated monitoring and self-
assessing on learnersourcing. Our study is guided by the following
research questions:

RQ1. How do the proposed interventions change the process
and effort required for creating a learning resource?

RQ2. How beneficial do students find the proposed interven-
tions?

RQ3. What is the impact of the proposed interventions on the
quality of the resources created by students?

2.1 The RiPPLE System
We made use of RiPPLE [20] for this study. At its core, RiPPLE
is an adaptive educational system, where the learning content is
developed via learnersourcing. RiPPLE offers three types of learn-
ing activities, namely create, evaluate and practice. Here is how it
works: students in a course create study resources such as MCQs.
Figure 1-a shows the current interface for creating an MCQwithout
the elements inside the dashed boxes. Created resources are peer-
reviewed by multiple other students. Reviewers rate the quality
of the resource and their confidence in their rating and provide
feedback on how the resource can be improved. RiPPLE utilises
the submitted peer reviews and the algorithms discussed in [1]

to make a decision about the quality of the resource. Effective re-
sources are approved and are added to the RiPPLE repository while
ineffective resources are rejected and sent back to the author for re-
submission. Instructors can oversee this process using RiPPLE’s AI
spot-checking feature [10] to identify wrong decisions. The repos-
itory of the approved resources is then used to provide various
practice opportunities (e.g., formative quizzes).

2.2 Incorporated Interventions for SRL
Strategies

This section describes the design choices and techniques used to
complement the current content creation interface. Three main
strategies, “planning then creating”, “externally-facilitated mon-
itoring” and “self-assessing after creating”, are employed in our
approach. An additional interface was created to have all the com-
ponents of these strategies in one place. Figure 1 illustrates the
main interfaces of the addition of these strategies.

Planning then creating. The planner shown in Figure 1-b was
added as a preceding step to the creation component. The first
question of the planner, which focuses on the sources of inspiration
for their question, was added in response to the feedback of some
students who were unsure of how to create novel content. The drop-
down list included options such as course textbook, lecture slides,
previous exams, other students’ questions and the course discussion
forum to provide some examples and prompt students to review
sources that could help them in creating a resource. The other el-
ements of the planner were in accordance with best practices for
creating MCQs (e.g., determining Bloom’s taxonomy [18], using
MCQs multiple format [2] and identifying concept and misconcep-
tion [12]). For students who had a clear vision of the resource they
wanted to create, the planner aimed to trigger their metacognition
to help them organise their learning according to certain charac-
teristics of MCQs (e.g., the learning level the question assesses)
and make their plans explicit and available for self-monitoring and
revision. For students who did not have a clear idea for creating
a resource, the planner aimed to support their goal setting and
planning. The effect of planning on SRL has been acknowledged in
past studies [17, 34].

Externally-facilitated monitoring (monitoring). The self-
monitoring tick boxes shown by the dashed boxes in Figure 1-a were
added to help students leverage best practices (MCQs principles)
for creating MCQs (e.g., [12]) and better monitor their performance,
which may lead to the development of high-quality resources. The
effect of externally-facilitated monitoring on SRL has been acknowl-
edged in past studies [5, 13, 15].

Self-assessing after creating. The self-assessing interface that
is shown in Figure 1-c was added to prompt students to review
and revise their resources, which may lead to the development of
high-quality resources. The interface had two parts. In the first part,
students assessed their work using a rubric with a set of criteria,
which was similar to those used by their peers for evaluating their
work. In the second part, after self-assessing via the rubric, students
would reflect on their performance and were asked how they could
improve the resource as recommended by [23]. The effect of self-
assessment on SRL has been acknowledged in past studies [27, 29].
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(b) The planning interface

Planning

Where did you get the inspiration for your idea?

Inspiration ideas…

Other – please specify…

What specific concepts or skills does this resource assess?

e.g., “The resource will assess whether students can distinguish theory X from theory Y”

Concepts or skills…

What level of learning are you targeting? Is this appropriate for your course?

Understanding

Application

Easy

How difficult will this resource be? Is this appropriate for your course?

Remembering

Medium

Hard

Which common mistakes or misconceptions will you include in the distractors?

Distractors should be plausible and reasonable. Common mistakes or misconceptions make great distractors.

Mistakes or misconceptions…

HELP?

(d) Effectiveness of the platform

Help improve RiPPLE!

How effective was the creation interface?

Mistakes or misconceptions…

Not very 

effective
Very 

effective

…

(d) Effectiveness of the platform

(a) RiPPLE creation interface with externally-facilitated monitoring

(c) The self-assessment interface

Related to course content

Appropriate difficulty

Not trivial, overly specific or too general No irrelevant detail

3.Write Question Body

Question body…

4-6 options

Avoid “None of the above”

D.

Use common mistakes/misconceptions

Avoid complex distractors (e.g., A and B)

Each distractor is plausible

Use distractors from the same category

4. Create Responses & Choose Answer

Response A…

Response B…

A.

Response C…

Response D…

B.

C.

This would help a struggling student Each distractor has an explanation

5. Write Question Explanation

Encouragement of critical thinking and reasoning:

Question body…

Self Assessment
Please evaluate the resource based on the following criteria:

Alignment with course content & objectives:

Correctness, clarity & ease of understanding:

Appropriateness of difficulty:

Decision
Please rate the overall quality of this resource based on the selection criteria above:

Reflection
How could you improve this resource?

Improvements & feedback…

Rate your confidence in assessing this resource:

The overall quality of this resource is:

Poor Needs Improvement Satisfactory Great Outstanding

Poor Needs Improvement Satisfactory Great Outstanding

Poor Needs Improvement Satisfactory Great Outstanding

Poor Needs Improvement Satisfactory Great Outstanding

Poor Needs Improvement Satisfactory Great Outstanding

LowVery low Medium High Very High

Figure 1: The main components used to create the five conditions.

2.3 Experimental Design
2.3.1 Experimental Settings. To evaluate the effectiveness of the
three strategies, we conducted an in-the-field randomised control
experiment of five conditions, including a control group that had
access to none of the strategies for creating content (condition A);
three groups each having access to one of the strategies, planning
then creating (condition B), monitoring while creating (condition
C) and self-assessing after creating (condition D); and a group with
access to all three aforementioned strategies (condition E).

2.3.2 Research Context & Participants. To conduct the experiment,
we recruited participants from two different undergraduate courses
at The University of Queensland1. Data from the 797 students who
had provided their consent in RiPPLE was used in the analysis
and the reported results. Both courses used RiPPLE as an assess-
ment tool over multiple rounds in which students’ engagement
with RiPPLE had a 10% contribution towards their final grade. The

1Approval from our Human Research Ethics Committee #2018000125 was received for
conducting this study.

grade associated with RiPPLE in both courses was conditional on
students’ engagement with creating resources that were approved
(i.e., one or more resources weigh one mark in each round) and
peer evaluating the created resources. Table 1 provides an overview
of the experimental groups in terms of the number of students (#
students), percentage of students who at least had one full engage-
ment with the strategies, which was used in answering RQ3 (%
engaged), and number of resources (# resources) from each of the
offerings. The average resources created by students were: INFS
course: 2.13 ± 1.08, NEUR course: 2.57 ± 1.27 and both: 2.39 ± 1.22.
We considered students who had utilised all the components of the
intervention in at least one creation session as “engaged”. For text
fields with an open response, answers with at least three words
were considered as meeting the requirement for being engaged.

2.3.3 Metrics and Analysis. In the interest of space, as the patterns
of behaviour were similar across the two courses, we only report
combined results based on data collected from both courses. We
used the Mann-Whitney U test to perform statistical analyses of the
reported results of each of the treatment groups against the control
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Table 1: Overview of the experimental groups

Group INFS NEUR Both
# students % engaged # resources # students % engaged # resources # students % engaged # resources

Control 60 100 134 113 100 299 173 100 433
Planning 63 60 141 71 51 181 134 55 322
Scaffolding 63 35 119 103 46 278 166 35 397
Self-assessment 69 96 153 109 97 257 178 97 410
Combined 74 20 155 72 17 190 146 18 345
Total 329 62 702 462 66 1205 797 61 1907

group. We use p < 0.05 as the criterion for assessing statistical
significance.

RQ1. Impact on the Process and Effort. To address RQ1, we
aimed to detect the process patterns of using the interfaces and the
time taken to createMCQs in the five groups. Processmining (PM) is
a common learning analytics technique used to accomplish this task
[32]. Subsequently, we used the timestamped interaction data in the
log file to construct a First Order Markov Model (FOMM) for each
of the courses and their combined data. The types of activities in the
log file depended on the group condition. For instance, condition A
only had one activity type, the creation, while condition B had two
activities, creation and planning. To conduct the analysis, we used
the pMineR package [16], descriptive analysis and Mann-Whitney
U test.

RQ2. Impact on Student Perceptions. To answer RQ2, we in-
cluded an optional component across all conditions that asked stu-
dents to rate the effectiveness of the interface (i.e., 5-point scale) and
provide written feedback before each submission (see Figure 1-d).
We first used descriptive analysis, Mann-Whitney U test to exam-
ine the difference between each treatment group and the control
group. We then qualitatively analysed the written feedback to elicit
insights using a general inductive approach [33]. In the qualitative
analysis, the authors first reviewed the 137 responses provided by
103 students to obtain an overall impression of the themes. Second,
the first author identified the themes in the data through several
iterations, and accordingly, we used three high-level types of codes:
“technology”, “pedagogy” and “generic”. Finally, we utilised lexical
sentiment analysis using the Sentimentr package [30] to calculate
sentiment scores for the responses. What distinguishes Sentimentr
from most of the existing dictionary lookup methods is that it takes
into consideration valence shifters (e.g., “not” and “hardly”).

RQ3. Impact on Performance. As mentioned in Section 2.1,
RiPPLE utilises the submitted peer reviews and the algorithm dis-
cussed in [1] to decide about the quality of the resource. We use
these inferred quality ratings to compare the quality of resources
created in the control group against the quality of resources in
each treatment group. Besides using the Mann-Whitney U test for
statistical significance, we use Pearson’s r to measure the effect
size of each of the interventions. We conducted the analysis for
“all students” and then separately for the “engaged” students, as
explained in Section 2.3.2. We conducted the analysis separately
for the engaged students as the benefits of the interventions are
less likely to have had an impact on the work of students who had
not explicitly engaged with them.

3 RESULTS
RQ1: Impact on the Process and Effort. Figure 2 visualises the
process of how students engaged with the interventions. The visual-
isation of the process consists of connected oval shapes representing
the type of activity and arrows showing the direction of the connec-
tion. The strength of the connection is indicated by the thickness
of the arrows and the transition probability next to it. Inside the
oval shapes, we added the fractional time the students spent on
the activities. In most of the creation tasks in condition B, students
began with the planning activity (71%), then created a question
(92%) and then submitted their resources. Also, as evidence of en-
gaging the students with planning, there were strong interactions
between the planning and creating components (Pl –> Cr: 92% and
Cr –> Pl:43%). The students’ effort into the planning activity can
be reflected in both the interactions and the amount of time they
spent on planning (16%). However, because students’ regulation
levels and strategies varied, we could observe in the graph that in
some instances (28%), the students jumped directly to the creation
components.

Students’ behaviours in condition C show that 80% of the content
creation started with the creation activity. The strong interactions
between the creation and monitoring (Cr –> Em: 60% and Em –>
Cr: 90%) indicate the students used the monitoring support during
the actual item writing process. However, there was a large proba-
bility of ending the process after writing the resource (40%). This
might indicate the students did not use the monitoring support
at all, used the monitoring support while writing or had already
internalised the principles from their previous creation. The stu-
dents spent only 4% of the total time on the scaffolding, which is
reasonable, as the students did not need to take much time to read
the hints. This observation is similar to previous research in which
learners were found not to spend much time on monitoring, yet
they very frequently engaged in it [11]. As expected, students in
condition D started the task with the creation activity, then com-
pleted the self-assessment (88%) and submitted the created resource
(61%). However, strong interactions between the self-assessment
and creation were observed (Cr –> Sa: 88% and Sa –> Cr: 39%),
indicating the students could review and revise their resources af-
ter self-assessment. These interactions made up 11% of the total
creation time. Finally, students in condition E followed a combina-
tion of the processes observed in the other groups. However, the
complexity of the interactions was increased as the intervention
components could interact with one another. This complexity can
be seen in the transitions from monitoring to planning (Em –> Pl:
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Cr:(100%)

Figure 2: Overview of the processes and the time taken for creating content in each condition.

29%) and from self-assessment to planning (Sa –> Pl: 13%). The tran-
sition from monitoring to planning might indicate that sometimes
the students reconsidered their plan based on the hints.

We examined the difference in the control group’s time (min)
against the treatment groups. Interestingly, the addition of the
monitoring strategy (condition C) reduced the median time for
creating a resource, but the change was not significant (Mdn = 11.2,
U = 74907, p = .38). The addition of the self-assessing (condition
D) scaffold increased the required time for creating a resource, but
the additional time was not statistically significant (Mdn = 13.3,
U = 73429,p = .18). On the other hand, the addition of the planning
(condition B) and all of the SRL strategies (condition E) significantly
increased the required time for creating a resource (Mdn = 15.7,
U = 53433, r = .11, p < .05) and (Mdn = 19.4, U = 82481, r = 23,
p < .01) respectively.

In summary, the results show that students followed different
processes to engage with the interventions. However, in general,
the interventions added to the complexity of the task and required
students to dedicate additional time.

RQ2: Impact on Student Perceptions. Table 2 provides de-
scriptive statistics on students’ perceptions of the effectiveness of
each condition. Interestingly, students found the control interface
the most effective (4.62 ± .61). Conditions C and D followed with
4.45 ± .74 and 4.43 ± .80, respectively. The two conditions that
included the planner were perceived as the least effective but had
the highest deviation in response, indicating a diversity of students’
opinions on their effectiveness (condition B 4.16 ± .99 and con-
dition E 4.25 ± 0.98). We only examined the difference between
the medians of the control group (condition A) and condition B
since the other treatment groups had a similar median effectiveness
rating to those in the control group (Mdn = 5). A Mann-Whitney U
test showed no statistically significant difference between the two
conditions.

The results of the qualitative analysis are summarised in Table 2.
The control group responses had a split between the technology
and the generic code and mostly provided positive comments, as
shown by the average sentiment scores. In all treatment cases, more
than 50% of students’ responses were about the technology. The
addition of the planner in conditions B and E seems to have intro-
duced technological issues, as shown by their sentiment average
scores under technology. The comments point to two main issues.
First, the planner had made the creation page more complex, which
made the interface laggy (e.g., “Quit laggy when writing in ques-
tions and responses.”). Second, the addition of the planner made

Table 2: Students’ perceptions of effectiveness for each con-
dition (quantitative and qualitative analysis)

Control Treatment
A B C D E

Rating

Level

Very high 23 % 14.9 % 18 % 24.2 % 19.9 %
High 17.1 % 21 % 18.5 % 21.5 % 22 %
Medium 10.7 % 23.8 % 15.5 % 25 % 25 %
Low 0% 40 % 13.3 % 13.3 % 33.3 %
Very low 0% 37.5 % 0% 12.5 % 50%

µ 4.62 4.16 4.45 4.43 4.25
σ .61 .99 .74 .8 .98
Mdn 5 4 5 5 5
U — 41107 60463 58248 55515
p — .11 .3 .16 .02

Theme

N 24 35 13 36 29

Technology % 42 74 85 56 59
S(µ±σ ) .43±.45 .04±.52 .45±.29 .46±.49 .03±.36

Pedagogy % 12 14 0 17 24
S(µ±σ ) .65±.03 .32±.21 — .26±.26 .3±.31

Generic % 46 11 15 28 17
S(µ±σ ) .71±.1 .63±.25 .5±0 .69±.21 .64±.38

it significantly longer to create a resource (see the results of RQ1),
increasing the need for students to have the ability to save a draft
of their resource, which was not supported by the system (e.g.,
“Does not save drafts. Had to recreate the whole question after ac-
cidentally clicking on the side bar.”). The addition of monitoring
in condition C and self-assessment in condition D seems to have
been more positively viewed (e.g., “Very easy to follow lay out, lots
of text box options.”. However, student responses show that these
strategies also introduced some technological difficulties (e.g., “RiP-
PLE is extremely easy to use, however, it may be a little glitchy at
times”). Moreover, there were examples of students questioning the
effectiveness of the interventions. For example, “Make it with fewer
steps” and “self-reflection is fundamentally useless at the stage of
drafting the question - should only ask for feedback after other
people have assessed it.” are examples of students in conditions E
and D doubting the benefits of the pedagogical interventions.

In summary, students in the control group seem to have found the
creation interface more effective than students in the experimental
groups. Comments from the students suggest that the addition of
the interventions, particularly the planner, introduced technological
issues that were not anticipated in the design of the experiment.

RQ3: Impact on Performance. The Figure 3 all students cate-
gory shows that conditions B (Mdn = 3.9), C (Mdn = 3.9) and D
(Mdn = 3.85) had slightly higher median values for the quality rat-
ing of their learning products than the control group (Mdn = 3.8),
while condition E had a similar median value (Mdn = 3.8). In all
cases, the difference was not statistically significant (p > .05).
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Figure 3: Overview of the quality rating of resources for all students and engaged students across control and treatment con-
ditions.

When considering the engaged student category, Figure 3 shows
that conditions B, C and D still had higher median values but also
higher first quartiles for the three conditions (B: Q1 = 3.5, C: Q1 =
3.7, D: Q1 = 3.5) and higher third quartiles for conditions B and C
(B: Q3 = 4.2, C: Q3 = 4.2). Condition E quality rating was about
the same among all students and the engaged students, showing
no difference to the control group. The Mann-Whitney U test and
Pearson’s r showed that the difference between the intervention
(condition C) and the control (condition A) for the engaged students
was statistically significant with a small effect (U = 25719, r = .11,
p < .01). Nevertheless, the values were not significantly different
from the control group for the other conditions.

4 DISCUSSION & CONCLUSION
As learning analytics (LA) is maturing, there is a growing interest in
creating analytics-based environments that enhance learning and
using learning analytics to evaluate such environments. This paper
contributes to both of these aims by investigating the challenges
and opportunities of implementing self-regulation in a large-scale
learnersourcing environment.We observed the impact of technolog-
ical choices on students’ perceived benefit of and experience with
the self-regulation interventions we implemented in the learning
platform.

Our results show that adding metacognitive scaffolds increased
task complexity and completion time. This result is not surprising
and aligns with previous work [7] as the interventions require stu-
dents to dedicate extra time to completing additional tasks. While
effort put towards regulation can be a predictor of learners’ grades
[7], in our case, the additional effort did not contribute to significant
improvements in performance, which has also been observed in
previous work [4, 6, 25]. Many factors can help explain why the SRL
strategies might have a small or no impact on content creation. For
the engaged students, the small impact we observed might occur
because those learners are stronger regulators than most of their
peers [8]. For all students, low prior knowledge may have affected
the use of the regulation prompts [6] and reduced their impact.
Additionally, the technical difficulties that the students reported
during learning might have mitigated the effects of the interven-
tions; this was evident among conditions B and E, emphasising
the importance of having the proper technology before pedagogy.
Given that many students strategically focus mostly on tasks that

contribute to their final grade [36], a potent challenge for SRL direct
instruction interventions is to identify ways of providing support
without requiring much additional time and effort.

Our results also show that the metacognitive scaffolds were not
necessarily assessed positively by learners. According to Winne
[35], for learners to use a learning tool that introduces metacogni-
tive scaffolds, four conditions need to be met: - a) learners are aware
that the scaffold is useful to them, b) learners know that the scaffold
can be useful for the task at hand, c) learners have enough skills
to use the scaffold and d) learners are motivated to use it. Based
on the responses of the students and their low appreciation of the
scaffolds (RQ2) – i.e., perceived usefulness of a tool is probably the
best measure of metacognitive knowledge (related to conditions
A-C) [9], it seems that students participating in our study might
not have gained sufficient metacognitive awareness, knowledge
and skills to use and engage productively with the scaffolds. This is
where LA research, as discussed below, can contribute to addressing
the issue.

Implications for the role of LA in supporting SRL. Along
with the existing implementation strategies in the literature (e.g.,
[28]), our study highlights the need for combining newly intro-
duced scaffolds with rationale for their value along with training
to facilitate student acceptance and adoption. Here, we illuminate
the role of LA in assessing the use of the scaffolds and providing
personalised feedback on students’ use of the tool and how they
can use them more effectively in large-scale systems during and
after the training. Importantly, this should be done over the course
of several tasks - e.g., the learnersourcing tasks we used in the
current study could be divided into several smaller tasks that are
tailored with LA analytics and feedback on learners’ use of the
scaffolding tools. We also highlight the critical role of empirical
research, and in particular control experiments, in measuring the ef-
fectiveness of theory-based technological interventions. While due
to their theoretical framing, there is strong reason to believe that
they would be effective, there are often many technological side
effects, as was the case in our study, that limit their effect. Finally,
we stress the importance of providing avenues for stakeholders to
provide feedback about their experience as they interact with LA
systems. In our case, it would have been challenging to detect the
technological issues with the interventions without direct feedback
from the students.
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Limitations and future work. We see four main limitations
to the current study. First, the duration of the experiment was
relatively short, which may not have allowed the benefits of the
interventions to be fully achieved. Accordingly, future work could
address this limitation by repeating the experiment for a longer
duration. Second, the actual quality of the resources was approx-
imated via a peer review process rather than by experts, which
may be prone to error. Accordingly, future work could address this
limitation by having the quality of resources quantified by experts.
Third, our results do not investigate the impact of the interventions
on student learning (learning gains). An interesting future direction
would be to conduct pre- and post-tests on the topics a student
creates content in to explore the causal effect of the interventions
on learning. Fourth, the experiment considered data from only two
courses, which may restrict the generalisability of the presented
findings. Future work aims to replicate the study with participants
from over 10 of the courses that have currently adopted RiPPLE.
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