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Abstract
Traditional item analyses such as classical test theory 
(CTT) use exam-taker responses to assessment 
items to approximate their difficulty and discrimination. 
The increased adoption by educational institutions 
of electronic assessment platforms (EAPs) provides 
new avenues for assessment analytics by capturing 
detailed logs of an exam-taker's journey through their 
exam. This paper explores how logs created by EAPs 
can be employed alongside exam-taker responses 
and CTT to gain deeper insights into exam items. 
In particular, we propose an approach for deriving 
features from exam logs for approximating item diffi-
culty and discrimination based on exam-taker behav-
iour during an exam. Items for which difficulty and 
discrimination differ significantly between CTT anal-
ysis and our approach are flagged through outlier 
detection for independent academic review. We 
demonstrate our approach by analysing de-identified 
exam logs and responses to assessment items of 463 
medical students enrolled in a first-year biomedical 
sciences course. The analysis shows that the number 
of times an exam-taker visits an item before select-
ing a final response is a strong indicator of an item's 
difficulty and discrimination. Scrutiny by the course 
instructor of the seven items identified as outliers 
suggests our log-based analysis can provide insights 
beyond what is captured by traditional item analyses.
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INTRODUCTION

Item analysis refers to a set of techniques that evaluate different characteristics of an 
assessment item, including its difficulty and discrimination, which can consequently be used 
to determine its effectiveness. One method of item analysis that has existed for several 
decades is classical test theory (CTT). Because CTT uses easily generated statistical analy-
ses, it is commonly used by course instructors as a measure of the reliability of their exams. 
However, CTT suffers from two main drawbacks; it only considers exam-takers' performance 
to estimate item difficulty and discrimination abilities, and it is cohort oriented since it does 
not consider individual exam-taker characteristics.

While item analysis provides one way to interpret exam-takers' performance, it does not 
give us any insight into their exam-taking behaviour. Historically, most studies into predictors 
of success have either relied on the self-reported perceptions of the exam-takers (eg, when 
exploring behaviours and attitudes such as anxiety and motivation) or physical factors such as 
eraser marks and cross-outs when looking at answer changing patterns (Bauer et al., 2007; 
Couchman et al., 2016). However, other exam-taker behaviours such as the amount of time 
spent on each question, how many times they visit a question and the number of times they 
change an answer are more difficult or impossible to measure in paper-based exams.

In recent years, electronic assessment platforms (EAPs) that provide the ability for 
exams to be administered on- or off-line have become increasingly popular (Llamas-Nistal 
et al., 2013). One of the key advantages of EAPs is the ability to provide exam-takers with 
rapid and personalised feedback (Dennick et al., 2009). They also provide opportunities to 
deliver questions that would be difficult or impossible to deliver on paper, for example, ques-
tions incorporating multimedia. These new formats can be used to enhance the utility, relia-
bility and validity of the assessment task (Dennick et al., 2009). An additional benefit of EAPs 
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Practitioner notes
What is already known about this topic
•	 Traditional item analysis is based on exam-taker responses to the items using 

mathematical and statistical models from classical test theory (CTT). The 
difficulty and discrimination indices thus calculated can be used to determine the 
effectiveness of each item and consequently the reliability of the entire exam.

What this paper adds
•	 Data extracted from exam logs can be used to identify exam-taker behaviours which 

complement classical test theory in approximating the difficulty and discrimination 
of an item and identifying items that may require instructor review.

Implications for practice and/or policy
•	 Identifying the behaviours of successful exam-takers may allow us to develop 

effective exam-taking strategies and personal recommendations for students.
•	 Analysing exam logs may also provide an additional tool for identifying struggling 

students and items in need of revision.
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is the ability to capture an exam-taker's journey through their exams. As EAPs have evolved, 
the data that can be extracted from each exam episode have become more sophisticated, 
allowing for scrutiny beyond the standard item analysis. One example is the snapshot feature 
within the ExamSoft EAP which records and timestamps every action and response made 
by an exam-taker throughout their exam. These snapshot files have a number of purposes, 
including exploring software bugs and investigating suspected academic misconduct.

This paper proposes a new approach inspired by learning analytics (LA) methods to 
investigate whether logs generated by EAPs can be used to approximate and/or complement 
the difficulty and discrimination indices of assessment items obtained by CTT. Our approach 
entails learning analytics and educational data mining methods, particularly feature engi-
neering, statistics, visualisation and outlier analysis. In particular, it aims to contribute to the 
literature by (1) presenting techniques that approximate an item's difficulty and discrimination 
based on exam-taker behaviour, (2) presenting techniques that complement CTT by identi-
fying items that may require instructor review and (3) evaluating our proposed approaches 
using real data obtained from an EAP.

BACKGROUND AND RELATED WORK

Item analysis

Classical test theory

The two primary measures of item analysis are the difficulty and discrimination indices 
(De Champlain, 2010). These indices can assist examiners in determining whether items are 
functioning as intended. The item difficulty index is referred to as the p-value and is generally 
calculated as the proportion of exam-takers who answered the question correctly, with a 
possible range of 0.00–1.00 (the closer to 1.00, the easier the item). It is important to remem-
ber that the p-value is not only representative of the difficulty of the content but also the ability 
level of the cohort being tested (De Champlain, 2010). It is also useful to assess whether 
exam items discriminate between exam-takers of differing abilities within the same cohort. 
We would generally expect a higher proportion of more capable exam-takers to correctly 
answer a given item than those struggling (De Champlain, 2010). The discrimination index 
may be calculated by subtracting the p-value of the lower 27% of the exam-takers from the 
p-value of the upper 27%. The possible range for the discrimination index is −1.00 to 1.00, 
where a score close to 0 indicates that the higher and the lower performing exam-takers 
scored similarly on the item. In general, there are no standard cut-off values to determine 
discrimination ability (Chiavaroli & Familari, 2011). While it is usually desirable for an item 
to have a positive discrimination index, it is also acceptable to have some items that target 
threshold concepts (Cousin, 2006) that have a discrimination index of close to 0. There-
fore, interpretation of the quality of an item based on its discrimination index still requires 
academic judgement rather than being an automated process.

Advanced methods

One limitation of CTT is that it is cohort oriented, meaning that the estimation of item indi-
ces depends on the abilities of the exam-takers of a particular sample. This limitation is 
addressed by complex modelling of item responses to estimate latent traits that might repre-
sent an exam-taker's ability. Traditionally, item response theory (IRT) models the correctness 
of responses considering their association with exam-taker ability A θ and sometimes a number 
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of item characteristics (Livingston, 2006). In other words, the probability of getting the correct 
answer is a function of A θ that can be represented as a logistic curve (S-shaped) where 
exam-takers with lower abilities will have probabilities close to zero, and those with higher 
abilities will have the highest probabilities. In addition, when item characteristics are assumed 
to affect the estimation, difficulty A β and discrimination A α parameters are used. The parameter A β 
represents A θ at the centre of the curve, while A α represents how the changes in the abilities are 
reflected in the changes of the estimation values (slope at the centre of the curve) (Wang & 
Bao, 2010). There have been many extensions over the classical item response theory in the 
context of adaptive educational systems that automatically recommend learning resources 
and instructions to students (Abdi et al., 2019, 2020; Abdi, Khosravi, & Sadiq, 2021; Abdi, 
Khosravi, Sadiq, & Darvishi, 2021b; Lee, 2019; Wauters et al., 2010). Despite the superior 
performance of these models, they have some limitations that limit their adoption over CTT 
for item analysis. Firstly, they are mathematically more complex which makes them harder 
to understand. Secondly, they often require multiple and large sample sizes for calibration, 
which may not always be available. In addition, they still only use exam-taker responses to 
items as input and do not have the capacity to easily consider exam-takers' behaviour, as we 
will in this paper, in analysing items.

Log files in electronic assessment platforms

To our knowledge, the idea of using log data from an EAP to analyse exam items was 
first introduced by Neel's 1999 work, presented at the Annual Meeting of AERA (cited in 
Jung Kim, 2001). To date, exam logs have mostly been used for measuring and model-
ling exam-takers' accuracy, speed, revisits and effort (Bezirhan et al.,  2021; Klein Entink 
et  al.,  2008; Sharma et  al.,  2020; Wise,  2015; Wise & Gao,  2017); analysing answering 
and revising behaviour during exams (Costagliola et al., 2008; Pagni et al., 2017); exam-
ining and enhancing metacognitive regulation of strategy use and cognitive processing 
(Dodonova & Dodonov, 2012; Goldhammer et al., 2014; Papamitsiou & Economides, 2015; 
Thillmann et  al.,  2013); classifying exam-takers towards testing services personalisation 
(Papamitsiou & Economides, 2017); validating the interpretations of test score (Engelhardt & 
Goldhammer, 2019; Kane & Mislevy, 2017; Kong et al., 2007; Padilla & Benítez, 2014; Toton 
& Maynes, 2019; van der Linden & Guo, 2008); understanding exam-takers' performance 
(Greiff et al., 2016; Kupiainen et al., 2014; Papamitsiou et al., 2014, 2018; Papamitsiou & 
Economides, 2013, 2014); enhancing item selection in adaptive testing environment (van 
der Linden, 2008); analysing exam items (Costagliola et al., 2008; Jung Kim, 2001); detect-
ing cheating (Cleophas et  al.,  2021; Costagliola et  al.,  2008); and identifying test-taking 
strategies (Costagliola et  al.,  2008). Nonetheless, most of the previous work focused on 
time-based behaviours and the interpretation of exam-taker results; few of them examined 
the potential of using exam-taker behaviours to validate or enrich the interpretation of the 
quality of exam items. This paper focuses on investigating whether logs generated by an 
EAP can be used to approximate the difficulty and discrimination level of assessment items 
and if so whether this information can be used towards identifying items that may require 
instructor review.

Linking learning analytics and assessment

Lang et al. argue that ‘by design—or else by accident—the use of a learning analytics tool 
is always aligned with assessment regimes, which are in turn grounded in epistemologi-
cal assumptions and pedagogical practices’ (Lang et al., 2017, p.13). Hence, it comes as 

LAHZA et al.4
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no surprise that researchers have discussed the benefits of the synergy between the two 
fields on several levels of the educational system (eg, C. Ellis, 2013; Ifenthaler et al., 2018; 
Jordan, 2013). On the learner level, learners can monitor their progress in real time with 
evidence and receive a personalised learning experience. On the teaching staff level, instruc-
tors can attain information from assessment platforms to improve course planning, procedure 
and policy. They can also gain in-depth and fine-grained insights into learning processes 
and behavioural patterns and provide support and personalised interventions, especially 
in large-scale assessments. On the institutional level, educational institutions can perform 
annual course and module evaluations in comparison with other institutions or schools. In 
addition, learning analytics can improve assessment practice and learning designs (Barana 
et al., 2019) by testing open hypotheses (Gašević et al., 2022), move the focus from the prod-
uct (summative) to the process led to that product (Palmiero & Cecconi, 2019) and advance 
fairness and bias concerns in education (Gašević et al., 2022). However, only few research 
has investigated how advancement in learning analytics can benefit assessment research 
and practice. Most recently, genuine and solid research endeavours have been established 
to link (Ifenthaler & Greiff, 2021) and explore how to strengthen the links between learning 
analytics and assessment (Gašević et al., 2022). A recent special issue of Computers and 
Human Behaviour introduced a number of peer-reviewed articles which strengthened the 
links between learning analytics and assessment (Gašević et al., 2022). The editors of that 
special issue grouped those articles into three broad categories: (1) analytics for assess-
ment (ie, learning analytic approaches to support assessment); (2) analytics of assessment 
(ie, investigating assessment practices and properties of assessments); and (3) validity of 
measurement (ie, concerning the validity in measurement in learning analytics). However, 
the editors also stated that these three categories were not intended to cover every possible 
link between those two fields. Hence, the presented study might not clearly fit into only one 
of these categories.

METHOD

Research questions

Our exploration is guided by the following problem research questions. Given a log file A L 
that captures the timestamped steps an exam-taker takes while completing an exam, exam 
grades A G and CTT-based difficulty index (Diff-I) and discrimination index (Disc-I) of the exam 
items, we focus on answering the following questions:

1.	Are exam-taker behaviours in engaging with an assessment item indicative of its difficulty 
level?

2.	Are exam-taker behaviours in engaging with an assessment item indicative of its discrim-
ination level?

3.	Can exam-takers behaviours complement CTT item analysis in identifying items that may 
require instructor review?

Approach

In this section, we present our approach to answering the research questions provided in 
Section 3.1. To answer RQ1 and RQ2, we extract features representative of exam-taker 
behaviours, then check their fit and rank them using our available data (ie, CTT item anal-
ysis). To answer RQ3, we use outlier analysis using a regression technique. Algorithm 1 

BEYOND ITEM ANALYSIS 5
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provides a high-level pseudocode for our approach. Steps one and two discuss feature 
selection, while steps three to five are analytically driven and are used to answer and report 
the findings of our proposed RQs and are also discussed in the Results section. An actual 
implementation in R alongside a sample data set representing our input data is released on 
GitHub at https://github.com/hlahza/BJET_beyond-item-analysis.

Exam-taker/item pair feature descriptions and definitions

An important initial step in this investigation is transforming the raw data from an exam event 
log L into meaningful features that represent exam-taker behaviours during an examination. 
Hence, the first step in Algorithm 1 is to extract exam-taker/item pair features. In this study, 
the selected features are aimed at capturing exam-takers' behaviours in both answering 
and reviewing assessment items, although there is a clear overlap between these two activ-
ities. Answer changing, item visiting and time spent on a question were the initial behav-
iours identified by the authors, as they frequently appeared in previous research. This list 
was expanded through several brainstorming sessions by considering different approaches 
exam-takers may adopt while navigating through an exam; for instance, skipping difficult 
questions and returning to them at the end of the exam or reviewing confusing exam ques-
tions before submitting the exam. The final list of 11 exam-taker/item pair features summa-
rised in Table 1 was categorised into two groups: seven frequency-based features and four 
time-based features. Frequency-based features report the number of times an event has 
occurred (minimum  =  0), whereas the time-based feature reports the amount of time (in 
seconds) that was spent on an event.

To compute these features, we track exam-taker interactions with an item into different 
blocks, where each block contains a set of actions taken for that item. We refer to each of 
these blocks here as visits (A V  ), which can also be thought of as the time spent navigating to 
an item, performing some action (eg, answering or marking with a flag) and then navigating 
to another item. To illustrate, we use an example from our available data used to evaluate 
the approach in Section 3.3. Figure 1 shows the specific example of one exam-taker's inter-
action with item 33 (which, for this exam-taker, was preceded by item 50). In this example, 
we identified five blocks (labelled A V1 to A V5 ).

Figure 2 below provides a graphical depiction of how the features are computed based 
on these blocks. The top part of the figure demonstrates how frequency-based features 
are computed and the bottom part of the figure demonstrates how time-based features are 
computed. A more detailed written description of how each of the frequency- and time-based 
features is computed, with reference to Figures 1 and 2, is provided in the supplementary 
on-line material (Box S1).

LAHZA et al.6
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Item-level feature descriptions and definitions

Once the exam-taker/item pair features are extracted for the entire cohort, step 2 of Algo-
rithm 1, where two sets of item-level features (Diff-F and Disc-F) based on Diff-I and 
Disc-I are generated, should be implementd. The patterns (Diff/Disc-F) can be read as 
difficulty/discrimination-based features where any particular feature in Table 1 can substitute 
the letter F. Diff-F features are generated by calculating the mean of the entire cohort for 
each of the frequency- and time-based features described in Table 1. For example, Diff-AC 

BEYOND ITEM ANALYSIS 7

Type Abbreviation Feature Description

Frequency-based IA Item actions Total number of actions

AC Answer changing NT an exam-taker changed their 
response

IV Item visiting NT an exam-taker visited an item

IV.BIS Item visiting before initial 
selection

NT an exam-taker visited an item 
before selecting initial response

IV.FIS Item visiting following initial 
selection

NT an exam-taker visited an item 
after selecting initial response

IV.BFS Item visiting before final 
selection

NT an exam-taker visited an item 
before selecting final response

IV.FFS Item visiting following final 
selection

NT an exam-taker visited an item 
after selecting final response

Time-based AT Answering time TS before final response selection

RT.FIS Review time following initial 
selection

TS after selection of the initial 
response

RT.BFS Review time before final 
selection

TS between selection of initial and 
final response

RT.FFS Review time following final 
selection

TS after selection of the final 
response

Abbreviations: NT, number of times; TS, time spent.

T A B L E  1   Brief description of time- and frequency-based exam-taker/item pair features

F I G U R E  1   A screenshot of one of the exam-taker snapshots for one item.
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is the average number of changes made for each item by the entire exam-taker cohort. 
Disc-F features are based on the difference between the upper and lower performing 27% 
of exam-takers for each of the frequency- and time-based features described in Table 1. For 
example, the Disc-AC is calculated by subtracting the average number of changes per item 
of the lower 27% of exam-takers from the average of the upper 27% of exam-takers. In total, 
22 item-level features should be generated (11 difficulty-based and 11 discrimination-based). 
This process and the relationship to our research questions are illustrated in Figure 3.

LAHZA et al.8

F I G U R E  2   Visual demonstration of the features. tsi, V and t stand for timestamp at sequence i, visit and 
time respectively.

AC
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3
5

1

3

2

9

RTFIS

RTBFS

AT

Feature Value

15 sec

9 sec

16 sec

Initial
selection

V2V1 V3...... ............

Response

' ' 'A' 'A' 'B' 'C'

ts240 ts241ts115 ts448 ts449 ts450
...... ...... ......

V4 ......

'A' 'A'

ts578 ts579 ts580
......

'A' 'A'

ts451 ts452

Final
selection

Time Line

ts114 ts239

IA

2

t1
2

t2
1 t2

2 t2
3

t4
1 t4

2

tsn

V5 ......
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2
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F I G U R E  3   Overview of the item-level features in comparison to CTT item indices.
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Ranking features

Once the 22 item-level features are generated, we look for correlations and differences 
between each feature and the corresponding CTT index. The correlation and regression 
analysis are used to find the features that best fit traditional item analysis indices. In step 3 
of Algorithm 1, the resultant correlations are used to rank the item-level features on Diff-F 
and Disc-F (ie, the higher the correlation coefficient, the higher the rank). These rankings are 
used for answering RQ1 and RQ2 as presented in Sections 4.1 and 4.2 respectively. In addi-
tion, to gain a deeper understanding of the relationship, the Wilcoxon–Mann–Whitney U test 
of independence is used to examine the differences between the medians of the behavioural 
features per CTT item analysis categories.

Outlier detection

In Section 3.2.2, we have identified 22 item-level features. Here, we assume that the behav-
iour that generates a pair of features Diff-F and Disc-F (eg, Diff-IV and Disc-IV) with the high-
est correlation with Diff-I and Disc-I holds the most information about exam items' difficulty 
and discrimination. Consequently, to implement step 4 from Algorithm 1, we first calculate 
the average ranking of the ranks generated in Section 3.2.3 to determine the best pair of 
features that fits Diff-I and Disc-I. Second, inspired by the common analysis conducted in 
CTT for investigating the relationship between Diff-I and Disc-I (Aiken,  1979; Hingorjo & 
Jaleel, 2012; Karelia et al., 2013; Sim & Rasiah, 2006), we identify outlier items by fitting 
polynomial regression models on Diff-I and Disc-I, Diff-I and Diff-F and Disc-I and Disc-F. 
Third, an item is deemed to be an outlier if it has a standardised residual A > 2.5∨< -2.5 from 
the fitted regression line. More details on interpreting the models and a review by a medical 
education specialist are provided in the Result Section 4.3.

Evaluation

To test our approach, we used de-identified assessment data from 463 medical students 
enrolled in a first-year biomedical sciences course. The exam analysed in this article initially 
consisted of 90 multiple choice questions (MCQs), each with five options, from which 
exam-takers were asked to select the single best answer. Of these initial 90 items, one was 
removed from our analysis as it was identified by course personnel as having no truly correct 
answer. Exam-takers sat the exam electronically on the Examplify app (part of the Exam-
Soft EAP) on their own or institutional devices. Questions were presented in random order 
to each exam-taker. Three data sets generated by the ExamSoft EAP were analysed for 
this study: snapshot files, individual exam-taker results and item difficulty and discrimination 
indices (item analysis). 1

While individual exam-taker snapshots are readily accessible to examiners, the system 
does not support the bulk download of these files for large numbers of exam-taker. 
For the purposes of this study, we were provided by the ExamSoft support team with a 
comma-separated value (CSV) file containing the following whole-of-cohort data:

•	 Item number: the question number as it appears on the exam.
•	 Student sequence: the order in which the questions were delivered to an exam-taker.
•	 Snapshot number: the number of actions received by the question.
•	 Item type: ‘Choice’ for an exam consisting solely of MCQs.

BEYOND ITEM ANALYSIS 9
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•	 Timestamp: the current time of the local machine when the exam-taker took an action, 
for example, navigating from one question to another.

•	 Trigger: the type of action performed by the exam-taker or the platform.
•	 Response: the exam-taker's answer to a question.

For our study, a difficult question (n = 0) was defined as an item with a Diff-I of <0.25 
whereas an item with a Diff-I of >0.75 was considered an easy question (n = 48, 53.9%). 
Items with a Diff-I of between 0.25 and 0.75 were classified as being moderately difficult 
(n = 41, 46.1%). An item with a Disc-I of ≥0.2 was considered to be a good discriminator (ie, 
have reasonable ability in discriminating between exam-takers of differing ability) (n = 44, 
49.4%). Items with a Disc-I of <0.2 were classified as poor discriminators (n = 45, 50.6%).

RESULTS

Response to RQ1: Difficulty-based features versus difficulty index

This section reports our findings on RQ1 and whether exam-taker behaviours in engag-
ing with an assessment item are indicative of its difficulty level. Table 2 lists and places in 
rank order the Spearman correlation between the difficulty-based item-level features and the 
Diff-I. It is important to recall that the higher the Diff-I, the easier the item; therefore, when a 
feature is negatively correlated with Diff-I, it indicates a positive correlation with item difficulty. 
For example, the more difficult the item, the greater the number of visits and the more time 
spent on reviewing before the final selection is made.

Figure 4a illustrates the item-level relationship between Diff-I and Diff-IV, as the selected 
feature with the highest correlation with Diff-I. A regression model has been added to the 
graph (polynomial regression: F[2, 86] = 133.1, p A < 0.01, with A R

2 of 0.75) to demonstrate 
the trend of the data. In Figure 4b, we use a box and whisker plot to further illustrate this 
relationship by grouping items according to their Diff-I category. The Wilcoxon rank-sum test 
indicates that the difference between these two groups is statistically significant (Z = 82, p 
< 0.01, two-tailed test), supporting the relationship between item difficulty and item visits.

LAHZA et al.10

Rank Feature Type Spearman

1 Diff-IV Frequency-based −0.90**

2 Diff-IV.BFS Frequency-based −0.89**

3 Diff-IV.FIS Frequency-based −0.89**

4 Diff-IV.BIS Frequency-based −0.85**

5 Diff-AC Frequency-based −0.85**

6 Diff-IA Frequency-based −0.82**

7 Diff-RT.BFS Time-based −0.80**

8 Diff-IV.FFS Frequency-based −0.77**

9 Diff-RT.FIS Time-based −0.70**

10 Diff-AT Time-based −0.59**

11 Diff-RT.FFS Time-based −0.54**
**Indicates correlations that are significant at 0.001 level (two-tailed). Note, in the feature names, BFS stands for before final 
selection, FIS stands for following initial selection, BIS stands for before initial selection and FFS stands for following final 
selection.

T A B L E  2   Correlation between the difficulty-based item-level features (diff-F) and difficulty index (diff-I)
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Response to RQ2: Discrimination-based features versus 
discrimination index

This section reports our findings on RQ2 and whether exam-taker behaviours in engaging 
with an assessment item are indicative of its discrimination level. Table 3 lists and places in 
rank order the Spearman correlation between the discrimination-based item features and the 
item discrimination index.

Figure 5a illustrates the item-level relationship between Disc-I and Disc-IV.BFS, as the 
selected feature with the highest correlation with Disc-I. A regression model has been added 
to the graph (polynomial regression: F[2, 86] = 16.22, p A < 0.01, with A R

2 of 0.27) to demon-
strate the trend of the data. In Figure 5b, we use a box and whisker plot to further illustrate 
this relationship by grouping items according to their ability to discriminate (good and poor). 
The Wilcoxon rank-sum test shows the difference between these two groups is statistically 
significant (Z = 508.5, p A < 0.01, two-tailed test) and supports the hypothesis that there is 
a relationship between the discrimination index of an item and the number of visits made 
before making a final selection.

BEYOND ITEM ANALYSIS 11

F I G U R E  4   Item visiting behaviour in relation to difficulty index.
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Frequency−based Diff−F vs Diff−I

Rank Feature Type Spearman

1 Disc-IV.BFS Frequency-based −0.53**

2 Disc-IV.BIS Frequency-based −0.50**

3 Disc-IV.FFS Frequency-based 0.45**

4 Disc-RT.FFS Time-based 0.27*

5 Disc-AC Frequency-based −0.25*

6 Disc-AT Time-based −0.23*

7 Disc-IV.FIS Frequency-based 0.22*

8 Disc-IA Frequency-based −0.16

9 Disc-RT.BIS Time-based 0.12

10 Disc-IV Frequency-based −0.04

11 Disc-RT.BFS Time-based −0.02
*Indicates that correlation is significant at the 0.05 level (2-tailed). Note, in the feature names, BFS stands for before final 
selection, FIS stands for following initial selection, BIS stands for before initial selection and FFS stands for following final 
selection.
**Indicates that correlations are significant at 0.001 level (2-tailed).

T A B L E  3   Correlation between the discrimination-based item-level features (disc-F) and discrimination index 
(disc-I)
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Response to RQ3: Identification of outliers

This section reports our findings while investigating RQ3 to determine whether exam-taker 
behaviours can complement CTT item analysis in identifying items that may require instruc-
tor review. At the end of the section, in Table 5, we provide a summary of the insight gained 
from the analysis and the educator of the course.

Figure 6a illustrates the relationship between the Diff-I and Disc-I of the items in our study. 
The solid line demonstrates the best polynomial regression model fit to these data, which 
suggests that the relationship between Diff-I and Disc-I of assessment items is not linear but 
more dome-shaped. This finding is supported by past studies (eg, Sim & Rasiah, 2006) and 
the following theoretical justification. Questions with Diff-I A ≈ 0 (ie, no or very few exam-takers 
answer the question correctly) or with Diff-I A ≈ 1 (ie, all or most exam-takers answering the 
question correctly) both have a Disc-I A ≈ 0 as they have very little power in discriminating 
between upper and lower performing exam-takers. Questions with 0.3 A ≤ Diff-I A ≤ 0.7 (ie, where 
there are a significant number of correct and incorrect answers) can have a larger Disc-I as 
they have the capacity to discriminate between upper and lower exam-takers. A potential 
benefit of analysing the relationship between Diff-I and Disc-I is to identify outlier items which 
may require more detailed scrutiny by the examiners. As commonly used in regression anal-
ysis, we used the geometric distance between the fitted line and observed values to identify 
outliers (Wiggins, 2000). In our analysis, items with a standardised residual A > 2.5 (Items 34 
and 84) were considered outliers. These points are represented by triangles and labelled in 
Figure 5a. The larger circles indicate items that were flagged as outliers using the alternative 
feature-based approaches outlined below.

Two alternative approaches for identifying outlier items are to examine the relation-
ship between the difficulty-based item-level features (Diff-F) and the difficulty index (Diff-I) 
(based on RQ1) and between the discrimination-based item-level features (Disc-F) and the 

LAHZA et al.12

F I G U R E  5   Item visiting before final selection behaviour in relation to CTT discrimination index.
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F I G U R E  6   Quadratic regression models for Disc-I versus Diff-I, Diff-I versus Diff-IV.BFS and Disc-I versus 
Disc-IV.BFS.
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discrimination index (Disc-I) (based on RQ2). In the following section, we investigate how 
identifying outliers from these two approaches can complement the outlier detection analysis 
based on CTT. The feature we selected for this analysis was the one with the best average 
rank across both Diff-F and Disc-F, which is IV.BFS as indicated in Table 4.

Figure 6b illustrates the relationship between Diff-I and Diff-IV.BFS of items in our study. 
The solid line demonstrates the best polynomial regression model. Items with a standardised 
residual A > 2.5 (items 78 and 90) were considered outliers. These points are represented 
by triangles and labelled with the item number. The larger circles indicate items that were 
flagged as outliers using the two alternative approaches.

Similarly, Figure 6c illustrates the relationship between Disc-I and Disc-IV.BFS of items 
in our study. The solid line demonstrates the best polynomial regression model. Items with a 
standardised residual A > 2.5 (items 83, 78, 64 and 31) were considered outliers. These points 
are represented by triangles and labelled with the item number. The larger circles indicate 
items that were flagged as outliers using the two alternative approaches.

Based on the three regression models described above, seven items (31, 34, 64, 78, 83, 
84 and 90) were identified as outliers and subject to review by a medical education specialist 
(see Table 5).

DISCUSSION

Exam-taker behaviours such as item skipping, answer changing, item-revisiting and time 
spent on an item, may reflect multiple latent factors (eg, cognitive ability, anxiety, engage-
ment, confidence, familiarity of the content and item-design characteristics). An exam-taker's 
knowledge about the subject matter could be reflected in the time they take to answer the 
question or the number of times they visit an item. A confident exam-taker will choose the 
correct response and move on to the next question whereas a less confident exam-taker may 
either spend longer on the question or skip it altogether (Stenlund et al., 2018); behaviours 
also known to be associated with during-test test-taking strategies (Ellis & Ryan, 2003; Hong 
et al., 2006; Stenlund et al., 2017). When exam-taker behaviours are analysed collectively, 

BEYOND ITEM ANALYSIS 13

Feature name

Diff-F-based version Disc-F-based version
Average 
rankSpearman Rank Spearman Rank

IV.BFS −0.89 2 −0.53 1 1.5

IV.BIS −0.85 4 −0.50 2 3

AC −0.85 4 −0.25 5 4.5

IV.FIS −0.89 2 0.22 7 4.5

IV.FFS −0.77 8 0.45 3 5.5

IV −0.90 1 −0.04 10 5.5

IA −0.81 6 −0.16 8 7

RT.FFS −054 11 0.27 4 7.5

AT −0.59 10 0.23 6 8

RT.FIS −0.70 9 0.12 9 9

RT.BFS −0.80 7 −0.02 11 9
Note: In the feature names, BFS stands for before final selection, FIS stands for following initial selection, BIS stands for before 
initial selection and FFS stands for following final selection.

T A B L E  4   Average rank of attributes across both difficulty-based (diff-F) and discrimination-based (disc-F) 
item-level features
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LAHZA et al.14

Item 
#

Outlier

Summary of findings Educational review of itemCTT Diff Disc

31 No No Yes The upper 27% of exam-takers made 
a higher than expected number of 
visits and the lower 27% of exam-
takers made a lower than average 
number of visits

Exam-takers would either know the answer 
to this recall question or not. Poorer 
exam-takers would gain nothing by 
returning to it even if they were unsure 
of the answer and may have simply ‘cut 
their losses’ and decided not to waste 
time on revisiting the question

34 Yes No No This item had a higher Disc-I than 
predicted. It also recorded the 
second highest number of changes 
of all items

All of the options in this item were 
potentially correct, with exam-takers 
being required to select the most 
important option. A student who was 
less confident of the correct answer 
would understandably jump between 
responses

64 No No Yes The upper 27% of exam-takers made 
very few visits to the item while 
the lower performing exam-takers 
made many more visits than 
expected

It appears that the upper 27% of exam-
takers were confident of their response 
and did not require a second visit. Of 
the lower 27% of exam-takers, almost 
all who chose incorrectly eventually 
chose the same distractor, which 
was plausible from the context of the 
question but wrong

78 No Yes Yes The average number of visits was 
significantly higher than expected 
and the upper 27% of exam-takers 
visited more often than the lower 
27% of exam-takers. This item 
also had the third highest number 
of answer changes of all items in 
the exam with the upper exam-
takers changing their answers 
almost twice as often as the lower 
exam-takers

This question required careful 
interpretation and clinical reasoning. It 
is possible that the poorer exam-takers 
misinterpreted the question and were 
confident in their (incorrect) response 
and so did not revisit, whereas the 
upper exam-takers revisited to ensure 
their interpretation was correct and 
subsequently changed their answers

83 No No Yes The upper 27% of exam-takers made 
a higher than average number of 
visits and the lower 27% of exam-
takers made a lower than average 
number of visits

This was arguably a subjective question 
based on very specific information 
provided in a lecture. Exam-takers 
selected from the full range of options 
so had a high level of uncertainty. Only 
42% of the upper 27% of exam-takers 
answered the question correctly. This 
item should be revised

84 Yes No No This moderately difficult item had an 
unpredictably very poor Disc-I

More of the lower 27% of exam-takers 
answered this item correctly than 
the higher performing exam-takers. 
The upper 27% also made more 
visits to the item than the lower 
performing exam-takers and 
changed their answer at a much 
higher rate

On face value, this was a relatively easy 
question; however, we can see that 
the higher performing exam-takers 
found it more difficult than their 
lower performing peers. A possible 
explanation was that the upper exam-
takers were overthinking what was 
a relatively straightforward question 
(looking for a trick perhaps) and were 
reluctant to choose ‘normal age-related 
changes’ over a pathological condition

T A B L E  5   Outlier items with a summary of insights gained
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they can be used as powerful cues of those latent factors which in turn can supply informa-
tion beyond that of the traditional item analysis.

This paper adds to the literature by demonstrating that the data obtained from 
computer-based assessment logs can be used to complement and extend traditional CTT 
item analysis. We have identified several features that strongly correlate with difficulty and 
discrimination indices and have additionally detected outlier questions not picked up by tradi-
tional item analysis. We have also been able to refer back to the original exam questions 
to seek to understand why exam-taker behaviours may have varied from that predicted for 
certain items.

All 11 of the behavioural features that we selected had a significant negative corre-
lation with Diff-I; that is the more difficult the question, the greater the incidence of the 
frequency-based behaviours and the longer the times for the time-based behaviours. It 
makes perfect sense that a more difficult question would require more answering effort on 
behalf of the exam-takers.

It is interesting to further analyse two behaviours that, at face value, look quite similar (IV 
and IV.BFS). Here, we see markedly different results when exploring relationships between 
these behaviours and Diff-I and Disc-I. Both the total number of times an exam-taker visited 
an item (IV) and the number of visits they made before selecting their final response (IV.BFS) 
strongly correlated with the difficulty of the question. However, while there was a signifi-
cant negative correlation between IV.BFS and Disc-I (indicating that the lower performing 
exam-takers required significantly more visits before selecting their final response than the 
upper exam-takers for questions of good discrimination), there was no correlation between 
total item visits and item discrimination (indicating that upper and lower exam-takers visited 
at similar rates regardless of the Disc-I of the item).

We believe this relates to purposeful visiting; visits made following a final selection may 
simply indicate that an exam-taker is filling in time while waiting for the exam to finish rather 
than being an indication of uncertainty. This is supported by the positive correlation between 
Disc-IV.FFS and Disc-I, indicating that the upper exam-takers made more visits after select-
ing their final responses that the lower exam-takers for items of good discrimination. In other 
words, IV.BFS is more likely to represent confidence in a response; the fewer visits, the more 
confident the exam-taker is of their response.

Interestingly, we can see from Tables  2 and  3 that frequency-based features have a 
stronger correlation with the CTT indices than time-based features. We believe this is 
because the time a student spends on an item is influenced not only by the difficulty of the 

BEYOND ITEM ANALYSIS 15

T A B L E  5   (Continued)

Item 
#

Outlier

Summary of findings Educational review of itemCTT Diff Disc

90 No Yes No On average, this item received a 
higher number of visits before 
final selection than predicted yet 
the difference between upper 
and lower exam-takers was as 
predicted

This item had the ninth highest 
number of changes of all items, 
although unlike Item 78, the 
lower exam-takers changed their 
answers at a greater frequency 
than the upper exam-takers

From an educational perspective, this was 
a two-stage clinical question where 
exam-takers had to first identify a 
condition based on a scenario, and 
then choose the most appropriate drug 
to treat it. It is apparent that regardless 
of their level of achievement, exam-
takers overestimated this item's 
difficulty based on the greater effort 
expended
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item but also by the length and/or complexity of the question, whereas this is less likely to 
affect the frequency of visits to the item. Time-based features are also more likely to be influ-
enced by how an exam-taker manages their time during a test; for example, an exam-taker 
who finishes their exam with time to spare may choose to upload their answer file immedi-
ately on completion, whereas another student may keep reviewing items until the end of the 
exam period.

By identifying outliers based on exam-taker behaviour, we have extended the knowledge 
that can be obtained by CTT alone. For example, how does an item with a low Diff-I and a 
low visiting frequency differ from an item with a low Diff-I but a high visiting frequency? Both 
items may be poor or incorrect, but for various reasons. Exam-takers seemed confident of 
the former item (not revisiting it), so perhaps it was keyed incorrectly or was a trick question. 
The latter seems to be confusing exam-takers and so they visit it many times. Thus, we are 
able to see more context around an item that might already have been flagged by CTT.

We do not propose that behavioural analysis is a replacement for CTT; knowing the 
number of item visits might not provide us with much insight without also knowing the Diff-I 
and Disc-I. Indeed, as has been pointed out by Chiavaroli2011, no single statistic should 
be used as an ultimate evaluation measure; rather they should be used to identify discrep-
ant questions for further interpretation. Therefore, knowing that certain exam-taker behav-
iours are undoubtedly correlated with both the difficulty and discrimination of the items does 
provide us with another valuable tool in our kit for analysing exam quality.

Finally, the findings of the presented study have implications for practice. First, many 
studies suggest that using instructional interventions for test-taking enhancement can reduce 
anxiety and help students perform optimally in exams (eg, Hong et al., 2006). However, for 
instructors to provide reliable interventions, they first need to understand test-taking strat-
egies (Bumbálková, 2021). The presented study provides evidence that students exhibit a 
wide range of behaviours during an exam, which should be considered a crucial step towards 
understanding exam-taking strategies. Second, artificial intelligence and LA are becom-
ing more sophisticated in accurately identifying vulnerable students in need and providing 
actionable insight into students learning (Rosé et al., 2019). Successful examples include 
modelling students' engagement, knowledge state and learning tactics and strategies using 
trace data. Exam logs are no exception, meaning they can be used to trace exam-takers' 
actions to model their behaviours to help instructors identify students in need or exam items 
that need an instructor's attention (eg, poorly written items). The findings of the presented 
study (see Section 4.3) support the application of tools and systems that support instructors' 
oversight using exam logs where we could detect suspicious items that the instructor could 
make sense of.

CONCLUSION AND FUTURE WORK

The educational data revolution, empowered by the increasing use of technology in educa-
tion, has enabled universities to collect rich data on their learners. In this paper, we examined 
how data collected via EAPs may contribute to item analysis. Reported results based on 
analysis of de-identified exam logs of 463 medical exam-takers suggest that log-based anal-
ysis can provide insights beyond what is captured by traditional methods of item analysis.

There are, however, several limitations in the presented study that restrict the generalisa-
bility of the results. One of the significant limitations is that the proposed research questions 
are answered based on data from a single course using the same type of questions and 
under one testing condition (ie, power test). It is important to acknowledge that exam-takers 
in different disciplines or institutes may have significantly different test-taking behaviour. In 
addition, whether the order of items (eg, easy to difficult or random ordering) can affect the 

LAHZA et al.16
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behaviours in this study is unknown. This is an important consideration in future research 
since the literature shows that item rearrangement might have an effect on item performance 
(Leary & Dorans, 1985). Future directions include replicating this study across different disci-
plines and institutes, taking into consideration the type of exam, examination condition and 
item rearrangement to evaluate the generalisability of our current findings.

There are several additional directions to pursue in future work. Further work that 
involves practitioners to evaluate the proposed approach against CTT can help bridge the 
gap between academia and practice in education. In particular, it would be interesting to 
evaluate whether practitioners can make sense of the features and find them to be explain-
able (Khosravi et al., 2022). If so, would they agree that they are valuable in complementing 
CTT for item analysis? Another interesting directions would be to explore whether we can 
use the logs generated by electronic assessment platforms towards analysing the behaviour 
of the exam-takers. This may assist in identifying the behaviours of successful exam-takers, 
which consequently may allow us to develop effective exam-taking strategies and personal 
recommendations for exam-takers on how to be testwise.
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