Fostering and Supporting Empirical Research on Evaluative Judgement via a Crowdsourced Adaptive Learning System
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ABSTRACT
The value of students developing the capacity to make accurate judgements about the quality of their work and that of others has been widely recognised in higher education literature. However, despite this recognition, little attention has been paid to the development of tools and strategies with the potential both to foster evaluative judgement and to support empirical research into its growth. This paper provides a demonstration of how educational technologies may be used to fill this gap. In particular, we introduce the adaptive learning system RiPPLE and describe how it aims to (1) develop evaluative judgement in large-class settings through suggested strategies from the literature such as the use of rubrics, exemplars and peer review and (2) enable large empirical studies at low cost to determine the effect-size of such strategies. A case study demonstrating how RiPPLE has been used to achieve these goals in a specific context is presented.

CCS CONCEPTS
- Information systems → Personalization;  
- Human-centered computing → Collaborative and social computing systems and tools;  
- Applied computing → Computer-assisted instruction;  
- Interactive learning environments.
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1 INTRODUCTION
Current teaching and learning practices in higher education emphasise the need to engage students in activities targeting many of the higher-level objectives of the cognitive domain of Bloom’s taxonomy [6]. In particular, students’ development of evaluative judgement, “the capability to make decisions about the quality of work of self and others” [50] p.471, has been recognised as essential for student learning [3, 9, 35]. Evaluative judgement is a skill that allows students to use feedback effectively, to develop expertise in their field and to extend understanding beyond current work to future endeavours, including lifelong learning [9, 51].

Various strategies for nurturing students’ development of evaluative judgement have been discussed in the higher education literature: rubrics, exemplars, and the engagement of students in self- or peer-assessment tasks, have all been hailed as potential effective methods of fostering this capacity [10, 51]. The increasing use of technology in education, and in particular in assessment, provides promising avenues to support students’ exercise of evaluative judgement using a range of the approaches noted above. However, in most cases, the impact of the strategies employed cannot be evaluated as the educational technologies used do not enable data harvesting or the implementation of experiments. A common challenge is therefore to both deliver and investigate the impact of such strategies in large cohorts, through means that are reliable, sustainable and ethical [50]. In response, this paper provides an example of an educational technology called RiPPLE that aims to foster evaluative judgement in large-class settings while enabling large empirical studies at low cost to determine the effectiveness of the strategies deployed.

At its core, RiPPLE is an adaptive learning system that makes personalised recommendations of activities to learners, based on their knowledge state, drawing from a pool of crowd-sourced learning resources created by the students and their peers. RiPPLE can potentially foster evaluative judgement in large-class settings by engaging students in assessing the quality and effectiveness of these activities. Strategies from the literature, (e.g. use of invitations to assess, explicit rubrics and exemplars) can support students in evaluating resources. A distinctive feature of RiPPLE is its inbuilt capacity to support educational research, allowing instructors to run observational or controlled experiments.

A case study demonstrating RiPPLE’s capacity to foster evaluative judgement and support empirical research is presented. This observational study uses data from an introductory course on Relational Database with 521 students at The University of Queensland that piloted RiPPLE to investigate the following two research questions: (RQ1) How does students’ subjective evaluation of learning resources compare with that of domain experts? (RQ2) What is the
impact of practice over time on students’ ability to judge the quality of learning resources? Results suggest that students’ subjective ratings of the quality of the learning resources have strong correlations with ratings of domain experts and that students’ evaluative judgement improves with practice over time.

2 RELATED WORK

While the term Evaluative Judgement has recently emerged as a topic of interest in higher education, the concept represented is not new: labels such as evaluative knowledge and evaluative expertise [43], informed judgement [7] and judgement of usefulness/ goodness/ trustworthiness [21] have been used to refer to the same construct. Additionally, concepts such as self-regulation, critical thinking and meta-cognition overlap with that of evaluative judgement [35]. Tai et al. [50] hold that two fundamental and complementary principles are pivotal to evaluative judgement: firstly, an understanding of what constitutes quality in a particular field, and secondly, the ability to apply that understanding to an assessment of one’s own work and that of others. Similarly, Panadero et al. [35] assert the necessity of an understanding of contexts, quality and standards, assessment criteria and expertise to the formation of quality judgements. The ongoing value for lifelong learning of this capacity to identify, justify and apply a standard of quality or criteria in any situation has been underlined [13, 44, 45].

Previous studies highlight that application of a standard of quality through continuous practice improves students’ capacity to determine the quality of their work and that of others [19]. However, students have limited opportunities in this regard. Existing assessment practices position the instructor as the sole authority to evaluate the quality of student productions, with students viewed as ill-equipped to make such judgements effectively [26]. How then can students be engaged and supported in making sound evaluative judgements? Previous studies point to a suite of methods that may enhance students’ evaluative judgement abilities, identifying five common techniques: self-assessment, peer feedback/review, feedback, rubrics and exemplars [10, 13, 33, 34, 50].

A comprehensive review by Luxton-Reilly [30] on educational technologies shows diverse ways in which the strategies recommended in the literature have been used to support students’ learning through technologically-mediated means. While most tools have been used for peer review [40, 49], some support the use of guiding rubrics for self and peer assessment [14, 31, 46]. In relation to the use of exemplars, some tools have relied on instructor and peer generated samples [5, 11, 20] as standards to guide the quality of students’ production and judgement.

While the tools mentioned above may directly or indirectly foster the development of students’ evaluative judgement, in most cases the impact of the strategies employed cannot be evaluated without additional data collection: built without the aim of supporting research, the platforms themselves do not enable data harvesting or the implementation of observational or controlled experiments. There are however successful examples of educational technologies which do support research: two well-known products are PeerWise [15] and ASSISTments [23]. As teaching and learning tools, the first allows students to create Multiple Choice Questions (MCQs) and the second is an adaptive assessment tool mostly focused on secondary school mathematics. In terms of facilitating educational research, PeerWise has supported over 80 publications, mainly focusing on the impact of gamification and the ability of students to develop high-quality learning resources [39]. ASSISTments has enabled 27 publications, primarily looking at adaptive learning and the personalisation of feedback [22]. This success in supporting research can be attributed to slightly different approaches, both of which allow investigators to look at student progress and performance, not only a final outcome. PeerWise allows instructors using the platform for teaching purposes to access data from those courses, rather than the developers retaining exclusive rights to it; the ASSISTments Ecosystem supports purposeful experimental design using Randomised Control Trials (RCTs) at low cost [23]. The tool used in the current paper, RiPPLE, similarly provides access to rich data from courses and permits observational or randomised controlled experiments. Furthermore, since its use in teaching and learning engages students in the moderation of resources, it allows for research into evaluative judgement, which has not been covered by the work based on PeerWise and ASSISTments.

In summary, the importance of evaluative judgement skills requires the development of teaching interventions grounded in robust empirical research. RiPPLE responds to this imperative by using the strategies mentioned in the literature to foster evaluative judgement while enabling instructors to conduct ethical and sustainable empirical educational research.

3 RiPPLE: A CROWDSOURCED ADAPTIVE LEARNING SYSTEM

This section first provides a brief overview of adaptive learning via RiPPLE (for fuller details, see [27, 28]), before outlining how RiPPLE aims to foster evaluative judgement. Finally, it discusses how RiPPLE supports empirical educational research on a variety of topics, including evaluative judgement.

Figure 1: Overview of student modelling and recommendation page of RiPPLE.

3.1 Overview

Adaptive learning systems dynamically adjust the level or type of instruction based on individual student abilities or preferences to
provide a customised learning experience [38]. To support adaptivity, such systems require access to a large repository of learning resources, which are commonly created by domain experts. They are therefore expensive to develop and challenging to scale. Instead of relying on domain experts as developers, RiPPLE uses a crowdsourcing approach to engage students in the creation, moderation and evaluation of learning resources (activities). This not only reduces the cost of content generation, it also carries the potential to foster students’ higher-order skills, such as evaluative judgement.

To date, over 3000 registered users from 15 courses have used RiPPLE to create roughly 7,000 learning resources, which have been attempted or reviewed over 250,000 times.

**Student Modelling and Recommendation.** Fig 1 shows one of the main pages in RiPPLE. The upper part contains an interactive visualisation widget allowing students to view an abstract representation of their knowledge state based on a set of topics associated with a course offering. The colour of the bars, determined by the underlying algorithm modelling the student, categorises competence into three levels: for a particular unit of knowledge, red, yellow and blue signify, respectively, inadequate competence, adequate competence with room for improvement, and mastery. Currently, RiPPLE employs the Elo rating system for approximating the knowledge state of users [1]. The lower part of the RiPPLE screen displays learning resources recommended to a student based on his/her learning needs.

**Content creation:** RiPPLE enables students to create a wide range of learning resources, including MCQs, worked examples, and general notes, incorporating text, tables, images, videos and scientific formulas. Given that students are developing as domain experts, it is likely that some of these learning resources may be ineffective, inappropriate or incorrect [4]. Hence, there is a need for a moderation process to identify the quality of each resource.

Here again, RiPPLE relies on the wisdom of the crowd and seeks help from students as moderators.

**Content moderation:** RiPPLE provides two “formal” moderation options that enable instructors to partner with students to review the quality of the student-created exercises before they are added to a course’s repository of learning resources. In both, (1) instructors determine the number of moderations required per resource (e.g., 3 or 5), (2) students review resources and provide a simple judgement (i.e., not effective or effective), alongside a rationale for their decision, (3) instructors determine whether student-creators may appeal the outcome of the moderation. The two moderation options differ as to how the outcome of the process is determined. The two possibilities are (1) majority vote, which is automatically applied, or (2) instructor’s final call, based on student moderations. Whichever process is followed, the engagement of students in resource creation and moderation (evaluation) holds potential for fostering evaluative judgement, as discussed below.

### 3.2 Fostering Evaluative Judgement

To provide effective adaptive learning, RiPPLE relies on students developing and recognising high-quality learning resources, and thus calls on the competencies associated with evaluative judgement: an understanding of quality and the ability to apply it. Herein lies its potential for their development.

**Content moderation with the use of rubrics.** In its simplest form, moderation only requires students to give a final decision and provide an accompanying rationale (see above). However, students can be provided with a rubric [25, 29, 41, 50] to guide them in their decision-making.

**Self-moderation of content with the use of rubrics.** This option adds a self-moderation step: once students have created a resource, they are asked to moderate it referring to the rubric used for the formal moderation. Students submit their resource for formal moderation only if their self-moderation determines that it indeed meets the requirements for effectiveness. Again, this aligns with the promotion of skills of evaluative judgement as discussed in the literature [29, 41, 50].

**Guidelines using exemplars.** Exemplars [10, 29] are currently provided through two general guides. One focuses on content creation and is displayed the first time students access the “Create” tab. It references exemplary learning activities while discussing characteristics of an effective learning resource. The second guide supports content moderation and is shown to students on the first use of the “Moderate” tab. It describes exemplary moderation, presenting characteristics of an effective moderation submission.

**Informal evaluation with the use of ratings.** Even after a resource has passed formal moderation, students are invited to rate the effectiveness of the resource once they have attempted or reviewed it (see Figure 3). Optionally, the same rubric that was used for formal moderation can be included in this informal evaluation. The case study that is presented in the next section focuses on such informal judgements by students.

The effect size of each of these interventions on fostering evaluative judgement can be investigated using empirical research methods supported by RiPPLE.

### 3.3 Supporting Ethical Empirical Educational Research

RiPPLE aims to support ethical empirical educational research across large cohorts at low cost.

#### 3.3.1 Ethical Considerations

The ethical considerations bearing on the use of student and educational data have been well studied in the field of learning analytics [17, 18, 36]. A recent discussion paper [12] highlights the importance of careful handling of student data, providing insightful guidelines, protocols and principles. Considerable attention has been given to ensuring the compliance of RiPPLE with these principles. A few examples are given below.

**Consent:** On their first use of the platform, users are presented with a consent form seeking permission to use their data to improve the academic developers’ understanding of the learning process. RiPPLE allows users to change their response at any time. Regardless of their response, all users can access the platform; however, only data collected from learners who have provided and never withdrawn their consent are used for research purposes.

**Transparency:** The platform provides a generic consent form to researchers and in the interests of transparency, it must be updated to describe any changes to the purpose, scope and details of planned research.

**Non-maleficence:** The terms of service of using RiPPLE warn researchers against conducting research that leads to interventions
which may harm a student’s performance, learning experience, or simply waste their time.

### 3.3.2 Supporting Empirical Educational Research

Inspired by the success of PeerWise and ASSISTments (see above), RiPPLE aims also to support empirical educational research by enabling instructors to conduct sound, large scale randomised, quasi-experimental and observational experiments. These benefits are discussed below.

#### Randomised Control Trials (RCTs)

While there have been fiery debates about the opportunities and challenges of using RCTs in education [47, 48], they remain a gold standard test for establishing causality in some fields of educational research. Although quite expensive and time-consuming to run in physical teaching and learning spaces, in the digital world, RCTs can be cheap and fast. RiPPLE enables instructors to conduct such experiments. Currently this must be done through collaboration with the developers, although future versions will allow independent implementation. For an example of RiPPLE supporting educational research using an RCT study please refer to [2].

#### Quasi-experimental

To help instructors mitigate the ethical challenges of using RCTs in education, RiPPLE also supports quasi-experimental studies where students self-select whether or not to engage with an intervention. Quasi-experiments are often subject to threats to internal validity: self-selected engagement with an intervention might be influenced by specific traits or needs, meaning that students in the control group are not comparable to those in the experimental group at baseline. Propensity Score Matching (PSM) [42] may be applied to reduce baseline differences between the two groups. This method matches each student in the experiment group with a similar student from the control group, with judgements of similarity based on a set of covariates, including features of student performance (e.g., GPA), demographic (e.g., age) and behavioural engagement (e.g., learning management system logins). For an example of RiPPLE supporting educational research using a quasi-experiment study please refer to [27].

#### Observational

RiPPLE also supports observational studies by providing access to detailed analytics about student engagement (e.g., access to the platform, moderations performed, ratings provided, comments written) and performance (e.g., resources created, questions answered), through a set of interactive visualisations. Raw data can be read and downloaded as SQL and CSV files. The case study presented below is based on such an observational approach.

### 4 CASE STUDY

This section provides a case study of how data collected by RiPPLE may be used to conduct empirical research on evaluative judgement. The research questions investigated as part of this demonstration are:

- **RQ1.** How do students’ subjective evaluations of learning resources compare with those of domain experts?
- **RQ2.** What is the impact of practice over time on students’ ability to judge the quality of learning resources?

#### 4.1 Experimental Setting

The data set used for this study was obtained from a pilot of RiPPLE in a 13-week course on Relational Database with 521 participants at The University of Queensland. To ensure consistent engagement and maximise practice in the course, students were involved in 4 rounds of creating and answering MCQs at 3-week intervals. Participation in creating, using and evaluating resources was rewarded with marks towards their final grade. At the end of the course, the participants had made 87,437 response attempts and provided 31,143 ratings on the 2,355 student-authored learning resources (MCQs).

To rate the quality of a resource, students were instructed to consider the following criteria: (1) The question reinforces learning from the content covered in the course; (2) The author has provided a good solution to the question: their explanation must be helpful to someone who answers their question incorrectly; and (3) Other options must seem plausible. The evaluation was performed through the attribution of a global score, represented by a number of stars out of a maximum of five. Figure 2 illustrates the interface used for the evaluation of the resources.

![Figure 2: Overview of the interface used for evaluating resources on RiPPLE.](image)

To ensure that the data set contained sufficient information on active high-performing, average-performing and low-performing students as well as high-quality, average-quality and low-quality resources, the following steps were followed: (1) Students who had answered less than 25 questions were considered inactive and were removed from the study; (2) The remaining 384 students were divided into three groups based on their final score in the course. In accordance with Item Analysis in differentiating students [32], the highest-scoring 27% of students were considered as high-performing, the lowest scoring 27% of students as low-performing and the rest as the average-performing; (3) Of the 2,355 MCQs in the platform’s repository, the study only considered those which had received more than 10 ratings from each of the three groups (high- average- low- performing); (4) To determine the assessed quality of the remaining 1,632 questions, they were arranged in ascending order by their average ratings and then divided into three groups (low- average- high- quality questions); (5) Fourteen questions were randomly sampled from each of these groups for use in the final study, giving a total of 42 questions. In sum, 319 students, 42 questions and 2070 student ratings were included in the final study. Value aggregations of students’ weekly interactions were compiled for analysis.
To provide a point of comparison, six domain experts with expertise in the course content were recruited to review and rate the quality of the 42 questions according to the same criteria the students used. These experts recorded a total of 252 ratings.

### 4.2 Results and Findings Related to RQ1

To investigate RQ1, we looked for any existing correlation between domain expert ratings and student ratings of the quality of learning resources. A regression analysis treated the domain experts’ ratings as the dependent variable and the ratings given by students as the independent variable. In addition to visual explorations, we also report the $r$ and $p$ of the regressed model where $r$ is the Pearson correlation coefficient and $p$ is the two-sided $p-value$ obtained from a Wald test for a hypothesis test for which the null hypothesis is that the slope of the regressed line is zero.

**Figure 3:** Figure (a) shows the relationship between student ratings and domain expert ratings. Figure (b) shows the average RMSE of student ratings for each week of the semester.

Figure 3(a) presents the results. This analysis reveals a strong and positive correlation ($r=0.832, p<0.05$) between ratings from the two groups. The results obtained provide evidence that students are effective at assessing the quality of learning resources. This finding aligns with those of [52] which indicated that students have the ability to rate the quality of resources appropriately. The finding also matches those of Denny et al. [16] where ratings of peer-created MCQs were not only found to be valid but also correlated with instructor ratings ($r=0.59$ and $r=0.58$). They further asserted that students participated actively, generated and rated the quality of the resources using higher order learning skills. Similarly, a study on peerScholar found a good correlation between student and expert ratings [37]. Furthermore, this result is in line with [24]'s study on students' understanding of multivariate calculus in which high validity and inter-rater reliability were found between evaluative responses of students, experts, novice and marks from other tests. Our study therefore adds to the literature demonstrating students’ capacity to make useful evaluative judgements. The question remains however as to whether they can refine their capacity to judge, closing the gap between their ratings and those of experts.

### 4.3 Results and Findings Related to RQ2

To investigate RQ2, we considered the domain experts’ ratings as the gold standard and computed the error of the ratings provided by each group of students on the quality of learning resources. Root Mean Squared Error (RMSE) was used to compute the error of ratings provided by students and was computed as $\sqrt{\frac{\sum_{i=1}^{N}(r_i-s_i)^2}{N}}$ where $r_i$ and $s_i$ are the ratings for learning resource $i$ expressed by the domain experts and students, respectively, and $N$ is the number of all resources in the data set for which RMSE is being reported. The RMSE of the ratings provided by students on a weekly basis during the 13 weeks of the semester were used to conduct a regression analysis on the obtained RMSE values throughout the semester.

Figure 3(b) presents the results of this analysis, which demonstrates a statistically significant association between weekly RMSE value at $p=0.0226$ and a mild inverse correlation (reduction in student error in quality ratings) between week $r=-0.602$. That is, as weeks increase, the RMSE decreases. Remembering that student participation across semester was incentivised through the assessment protocol, time elapsed equates to practice. This suggests that, over time and with practice, students narrowed the gap between their ratings and those of domain experts, hence providing evidence that students developed an enhanced understanding of the concept of “quality”. Our findings align with those of [8] who found that students can become better judges within and across different subjects over time when they engaged in self-assessment using a web-based marking and feedback system, ReView, for two to four semesters. Their quality ratings were in general in line with those of instructors.

In sum, our study affirms the ability of students to develop their evaluative judgement of MCQs served adaptively in a digital environment, simply through repeated exercise. It therefore suggests the value of more systematic interventions to improve students’ evaluative judgement and demonstrates the use of RiPPLE as a research tool to verify and measure such interventions.

### 5 CONCLUSION AND FUTURE WORK

The importance of evaluative judgement in higher education cannot be underestimated. However, there is still work to be done on how to facilitate its development among students in higher education. This paper has provided a demonstration of how educational technologies can contribute, both through facilitating students’ opportunities to hone their evaluative judgement and by supporting empirical research in the area. As a learning environment, our example RIPIE, can deliver strategic interventions recommended in the literature as contributing towards the development of evaluative judgement such as repeated practice of peer moderation; rubrics for assessment; exemplars. An important differentiator of RiPPLE compared to many of the educational tools that foster evaluative judgement is that it is designed with the aim of supporting ethical educational research across large cohorts at a low cost. Promising directions for future research include but are not limited to investigating the effect size and the importance of each of the interventions proposed in the literature on students’ capacity for evaluative judgement.
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