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ABSTRACT
Rubrics have been suggested as a means to foster students’ evaluative 
judgement, the capacity to appraise their own work and that of others; 
however, empirical evidence of rubrics’ effectiveness is still emerging. 
This paper contributes findings from a randomised controlled experiment 
on the effect of rubrics on evaluative judgement. Participants were ran-
domly assigned to one of two groups: a control group which evaluated 
peer-authored learning resources without the use of a rubric and an 
experiment group which carried out the evaluation using a three-item 
rubric based on (1) alignment with course content, (2) accuracy and (3) 
clarity. Both groups were asked to rate their confidence and provide 
comments to justify their scoring. The results showed a small effect size 
in increasing average agreement on the quality of learning resources in 
the experiment group. Analysis of comments reveals that criteria in and 
beyond the rubric guided participants’ ratings of quality. The study pro-
vides evidence of the impact of rubrics on students’ evaluative judgement 
and an example of how data-driven approaches and learning analytics 
can inform actionable design choices for embedding pedagogically sup-
ported strategies derived from the literature into actively operating edu-
cational technologies.

Introduction

Studies in higher education have emphasised the need to develop students’ capability to 
understand and make judgements about the quality of work they and others produce, in any 
situation (Tai et al. 2018). The term evaluative judgement has emerged to describe this ability 
to evaluate quality in accordance with criteria or standards and to make appropriate judgements 
and improvements based on the appraisal (Boud 2000; Boud and Soler 2016; Tai et al. 2018; 
Panadero et al. 2019). This skill is considered necessary for any learning process and essential 
to all discipline-specific outcomes (Boud, Lawson, and Thompson 2015). The literature further 
suggests that once developed, this capability will not only give students the ability to apply a 
standard of quality to work but will also position them to use feedback effectively, to develop 
field-specific expertise and the autonomy to think critically, thus becoming reflexive and lifelong 
learners with knowledge of their evaluative potential (Nicol 2014; Boud and Soler 2016; Tai et al. 
2016; Ajjawi et al. 2018).
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The recognition of the importance of evaluative judgement is often accompanied by questions 
on how it can be developed. While some studies present evaluative judgement as an innate 
capability waiting to be activated, others argue that students’ evaluative expertise can be developed 
in a way similar to that of their content knowledge (Cowan 2010; Nicol 2014; Carless et al. 2018; 
Tai et al. 2018). Various strategies, such as the use of rubrics and criteria, self and peer assessment, 
exemplars, reviews and reflection have all been proposed to support the development of students’ 
evaluative judgement (Boud, Lawson, and Thompson 2013; Nicol, Thomson, and Breslin 2014; 
Carless et al. 2018; Tai et al. 2018; Panadero et al. 2019). The potential role of rubrics in enhancing 
students’ evaluative judgement has particularly been highlighted among these strategies (Boud, 
Lawson, and Thompson 2013; Ajjawi et al. 2018; Varela and Gregori-Giralt 2018; Tai et al. 2018).

While the efficacy of rubrics as instructional and assessment tools has been extensively 
studied in higher education literature, much of the research and commentary on the effects of 
rubrics to enhance students’ evaluative judgement has been of a theoretical nature, with few 
direct examples of intervention studies or other kinds of empirical research (Boud, Lawson, and 
Thompson 2013; Bouwer et al. 2018). Moreover, there have been widespread concerns about 
the use of rubrics to make standards or criteria explicit to students. While some studies posit 
that rubrics are reliable tools for enhancing consistency in assessment, others have criticised 
their use as a means of conditioning students to comply with the stated standards or criteria 
without developing their autonomy (Torrance 2007). Other studies further argue that words, 
diagrams or symbols may not possess the necessary features to represent the criteria or stan-
dards and may lead to misunderstandings in application (Sadler 2014).

This study therefore aimed to empirically investigate the effects of rubrics on students’ ability 
to evaluate the quality of peer-created learning resources. Specifically, we were interested in 
examining whether the use of a rubric would impact students’ ratings of the quality of resources, 
help students reach a higher level of agreement on the quality of peer-authored resources, 
increase their confidence in their assessment of the learning resources and enable them better 
to articulate their judgements. To achieve our objective, the design of the study involved pro-
viding students with the opportunity to create and then evaluate the quality of learning resources. 
Participants were randomly assigned to one of two groups where the control group moderated 
the quality of peer created resources without a rubric and the experiment group carried out the 
same task with a three-item rubric based on (1) the alignment of a given resource with course 
content, (2) the accuracy of the resource and (3) the clarity of the resource. Participants from 
both groups then rated their confidence in their evaluation of their peers’ work and provided 
feedback in the form of comments to justify their ratings. We analysed quantitative data from 
the ratings provided by participants and then examined the effects of the rubric on participants’ 
confidence in their judgements and agreement on the quality of the peer-authored resources. 
Qualitative data in the form of comments were coded and thematically analysed.

Conceptual background

What is evaluative judgement?

The concept represented by the term evaluative judgement has been referred to in the literature 
on assessment for some decades now. Terms such as ‘evaluative knowledge’, ‘evaluative expertise’ 
(Sadler 1989), ‘informed judgement’ (Boud 2007) and ‘judgement of usefulness’ (Hastie and 
Dawes 2010) have all been used to designate the same construct. For example, in one of his 
earlier works on formative assessment, Sadler advocated for the engagement of students in 
assessment activities that aim at enhancing their ‘evaluative knowledge’ (1989). He argued that 
the involvement of students in authentic learning experiences leads to the development of 
their ‘evaluative knowledge’ through their understanding and appreciation of quality and how 
judgements are made. Students’ understanding and appreciation of quality will in turn lead to 
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the development not only of their evaluative capability, but also of their ability to self-monitor 
their learning processes. Subsequent studies have advanced the importance of involving students 
in assessment practices that allow them to exercise, apply and compare the quality of their 
work to the required standards (Boud 2000; Cowan 2010; Boud and Soler 2016).

Evaluative judgement integrates elements such as decision-making, self-regulated learning 
and meta-cognition into a core capability with a specific pedagogic focus on students’ expertise 
in appraising work (Boud and Soler 2016; Ajjawi et al. 2018; Tai et al. 2018). For instance, in his 
work on sustainable assessment, Boud (2000) advances the importance of involving students in 
activities that aim to improve their capability to make such decisions, leading to the development 
of their skills for lifelong learning. Other studies have emphasised the need for students to have 
agency in their learning and assessment processes in order to develop their evaluative judgement. 
For example, Nicol (2010) criticised the over-dependence on one-way delivery of feedback in 
current assessment practices in higher education. He calls for the provision of opportunities that 
enable students to evaluate their learning with minimal guidance from instructors. Cowan (2010) 
posited that self and peer-assessment gives students agency over their learning and often results 
in the engagement of students in practical and transferable activities for the development of 
their judgemental expertise. Sadler (2010) argues in his later work that developing evaluative 
judgement is not only relevant for students’ ability to make complex appraisals about work but 
also enables them to develop strategies to make further improvements of quality.

Central therefore to effective evaluative judgement is the development of students’ expertise 
in identifying and understanding what constitutes good quality in their context or field of study. 
This capability enables students to become less dependent or reliant on instructors/others to 
determine the quality of their work, leading to the development of skills for lifelong learning 
(Ajjawi et al. 2018). However, despite evaluative judgement being recognised as a significant skill 
that needs attention to be improved, only a few recent studies have considered strategies to 
develop it (Nicol 2014; Barton et al. 2016; Tai et al. 2016; Carless et al. 2018; Panadero et al. 2019), 
and fewer still have been conducted to empirically verify the effects of the proposed strategies.

Principles for the development of evaluative judgement

Researchers posit that two principal and complementary components are essential for the 
development of students’ evaluative judgement (Tai et al. 2018: Panadero et al. 2019). The first 
is an understanding of an appropriate standard of quality. Having such an understanding enables 
students to differentiate between work that meets the expected standard and work that does 
not. Standards of quality are contextual and are not conceptualised in the same way in different 
disciplines (Tai et al. 2018). Whereas some standards of quality may be written out, others exist 
in exemplars of work and experts and students may also have their own implicit understandings 
of quality which may be challenging to express (Ajjawi et al. 2018). The second component is 
the actual application of that understanding in the making of decisions regarding quality. This 
means that to nurture their evaluative judgement, students should be engaged in identifying 
appropriate criteria (either from an external source or through their own reflection) and in 
applying them to evaluate the quality of work of different standards.

Studies on the effectiveness of rubrics

Rubrics are instruments that guide evaluation by articulating the standards of quality expected of 
the object being assessed through a set of criteria, and may be used by instructors for formative 
and summative purposes and to provide feedback and grades (Popham 1997; Reddy and Andrade 
2010; Brookhart 2013). Rubrics potentially enable instructors and students to determine whether 
a learning outcome has been achieved, what needs to be improved and where they must focus 
their efforts (Brookhart 2013). A number of empirical studies and reviews have been conducted 
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on their effectiveness in just a little over a decade (Jonsson and Svingby 2007; Reddy and Andrade 
2010; Panadero and Jonsson 2013; Brookhart and Chen 2015; Cockett and Jackson 2018; Panadero 
and Jonsson 2020). These studies provide evidence that rubrics are reliable tools for assessing 
performance, enhancing consistency in assessment and that co-creating rubrics with students 
enhances their acceptability and utility (Jonsson and Svingby 2007; Cockett and Jackson 2018).

A recent review of studies on arguments against the use of rubrics concludes that most of 
the evidence against the use of rubrics is based either on anecdotal or on personal experiences 
with little scientific value (Panadero and Jonsson 2020). Furthermore, these criticisms are mostly 
based on the summative use of rubrics with little emphasis on their formative function. In 
general, however, rubrics are considered effective tools that enhance students’ learning, academic 
achievement, self-efficacy and self-regulation, if they are properly designed and adequately 
implemented (Panadero and Jonsson 2013; Brookhart and Chen 2015).

While the instructional and empirical value of rubrics for promoting assessment and students’ 
learning is backed by extensive research, studies on their effectiveness in developing students’ 
evaluative judgement have largely been theoretical. For instance, previous studies relating to 
rubrics and evaluative judgement posit that they make standards clear, communicate expert 
opinion to students and can be used to train them to develop their own expertise (Yuan et al. 
2016; Tai et al. 2018): rubrics are said to assist students to develop, refine and agree on a stan-
dard of quality (Brookhart 2013; Jonsson 2014; Bearman et al. 2016; Tai et al. 2018; Varela and 
Gregori-Giralt 2018). These studies hypothesise that the involvement of students in evaluating 
work using rubrics leads to an understanding of standards of quality and the making of sound 
decisions about the quality of work in relation to those standards: rubrics guide students to 
make judgements of quality and accuracy, highlight procedures for assessing an object and 
function as a reference point that helps students justify their judgements.

This is not to say that all the work relating to evaluative judgement and rubrics has been 
speculative: there are some studies with direct examples of intervention or other kinds of 
empirical research. Of that limited existing work, one study compared marks given through 
students’ self-assessment using a set of criteria with those of tutors to examine whether stu-
dents’ capacity to make judgements improved over time (Boud, Lawson, and Thompson 2013). 
The study concludes that rubrics were effective in enabling students to become better judges 
of their own work since their marks converged with those of tutors. The study however stresses 
that a one-time use of rubrics by students to make quality decisions does not necessarily mean 
that they can always make valid and informed judgements about every piece of work. Panadero 
and Romero (2014) examined the effect of rubrics on self-assessment. Their findings reveal that 
rubrics enhanced the accuracy of students’ self-assessment scores and that engaging students 
in self-assessment without a rubric led to inaccuracies.

Varela and Gregori-Giralt (2018), in their study on the use of rubrics in developing arts 
students’ professional judgement, concluded that involving students in the design of rubrics 
and moderating the quality of work with them enables the development of sound assess-
ment skills. The study further inferred that the utilisation of rubrics as an instructional 
resource helps define standards and support the process of agreeing on a standard. These 
studies reveal both the potential of rubrics in improving students’ learning and some lim-
itations in their use. While they provide interesting insights into how rubrics can be utilised 
to enhance students’ expertise, they do not examine the impact and effect-size of the use 
of rubrics on students’ ability to judge the quality of resources. This was the intention of 
the current study.

Aim and research questions

The study aimed to empirically investigate the effects of rubrics on students’ ability to evaluate 
the quality of peer-created learning resources. We hypothesised that rubrics would impact 
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students’ ratings of the quality of resources, increase agreement on the quality of resources, 
make students more confident in their assessment and enable them better to articulate their 
judgements of the quality of learning resources. The following questions guided the study:

1. Does the use of rubrics impact students’ judgement of the quality of learning resources?
2. Does it increase agreement among students evaluating the same resource?
3. Does it affect students’ confidence in their assessment of the resources?
4. How does it impact students’ ability to articulate their judgement?

Method

Participants and setting

the study was conducted in an on-campus undergraduate course on database Principles with 354 par-
ticipants, at the university of Queensland. the course provided students with a basic understanding of 
concepts related to designing and implementing information systems necessary for advanced data man-
agement and analysis. Participants in the study were students who consented to be involved in the study 
and never withdrew that consent. the study collected data from the first five weeks of the semester 
during which students were assigned weekly assessment tasks of creating, moderating and engaging 
with learning resources (multiple choice questions, notes and worked examples) which would be shared 
with their peers. they moderated the peer-created learning resources to decide whether they should be 
released for use (Figure 1). in addition, participants gave feedback in the form of comments on each 
resource they moderated to justify their ratings. resource authors were notified if their resource was 
approved, pending or denied. Authors of resources that were denied received the moderators’ feedback 
which supported the improvement and re-submission of the resources. Figure 2 shows the interface used 

Figure 1. overview of the moderation process in riPPle.



6 G. GYAMFI ET AL.

for sharing this information. resources that passed moderation were available for use by all students in 
the course and evaluated for their usefulness (a simple thumbs up or down vote).

Research tool: representation in peer personalized learning environment (RiPPLE)

The study used an online learning platform called RiPPLE that employs learner centred and 
pedagogically informed approaches to engage students in an authentic learning experience 
(Khosravi et al. 2019). RiPPLE aims to enhance students’ creativity and evaluative skills as 
experts-in-training by involving them in the development of a repository of high-quality learn-
ing resources. To do this, the platform provides students with a set of templates through which 
they can create a range of learning resources, namely multiple-choice questions, multi-answer 
questions, worked examples and an open-ended resource called ‘notes’. Theoretically, both 
students and instructors can moderate learning resources; however, the system aims to minimise 
reliance on instructors. Therefore, RiPPLE depends on students by engaging them to moderate 
and judge the quality of the peer-created learning resources. Moderation may be supported 
by strategies such as the use of rubrics (of varying degrees of complexity: e.g. grading scheme/
open ended questions), self-assessment, peer moderation/assessment, peer feedback and pro-
vision of exemplars.

Figure 1 provides an overview of the moderation process in RiPPLE. From a repository of 
non-moderated resources, a resource qj is selected and assigned to an available student mod-
erator ui. The moderator makes a judgement as to whether or not the resource should be 
included in the repository of course materials. RiPPLE then determines whether or not the 
resource needs to be evaluated by further moderators. At a high level of generality, RiPPLE 
seeks a minimum threshold of k moderations, where k by default is set to 3. RiPPLE then con-
siders the level of agreement between moderators; if there is a strong agreement, then it will 
make a decision based on the formed consensus. Otherwise, it will request further moderations 
from students or an instructor, if available. RiPPLE works by using instructors’ evaluation to 
make the final call whenever there is disagreement among student moderators. Once a decision 
has been made, RiPPLE updates the status of qi so that it is either approved and available to 
students for use or is denied and is unavailable to students.

RiPPLE enables researchers to conduct ethical, sound, large-scale, randomised, quasi-experi-
mental and observational experiments. To date, RiPPLE has been used to support educational 
research in various fields including adaptive educational systems (AES), crowdsourcing, learner 
modelling, recommender systems, peer recommendation and dashboard visualisations (Abdi 

Figure 2. Feedback interface on riPPle.
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et al. 2019; Darvishi, Khosravi, and Sadiq 2020; Khosravi et al. 2020). Prior to the current study, 
the platform had not been used to investigate the effects of strategies that potentially enhance 
students’ evaluative judgement through content creation, moderation and evaluation.

Experimental design

the study used a between-subject design where participants were randomly assigned to one of two 
groups of moderators. Participants were unaware of the group they were in to minimise biasing effect. 
the control group only rated, firstly, the quality of a resource with reference to whether it should be 
included in the learning repository and, secondly, their confidence in the accuracy of that rating. the 
experiment group completed a three-item rubric based on (1) alignment of the resource with course 
content, (2) the correctness of the resource and (3) clarity of the resource, before rating whether the 
resource should be included in the repository and indicating their confidence in their rating. the responses 
from both groups used a five-point likert-scale where one represents strongly disagree, and five rep-
resents strongly agree. the participants finally provided feedback in the form of comments on each 
resource they moderated to justify their ratings. Figure 3 shows these two moderation interfaces (Figure 4). 
each group moderated resources from a different pool of randomly allocated resources. this ensured 
that all moderations made for a specific resource were from the same group of students.

Figure 3. moderation interface for control group.

Figure 4. moderation interface for treatment group.
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Data collection

During the 5-week period, the study collected quantitative data from participants’ logs and 
qualitative data in the form of comments. Participant logs were their scoring/ratings of the 
overall quality of the peer-developed resources and their rating of their confidence in their 
assessment of the resources. Participants’ overall quality ratings indicated whether a resource 
should be published for use by peers. Confidence ratings were interpreted as indications of 
participants’ belief in their ability to exercise their evaluative judgement. Participants’ logs were 
quantified, analysed and transformed into usable statistics. Their comments justifying their 
ratings were coded and thematically analysed. This mixed approach allowed for an in-depth 
investigation of the effects of the rubric on participants’ ability to rate the quality of learning 
resources, from different perspectives.

Data analysis

A total of 2,212 moderations were completed. The control group (n = 183) and experiment group 
(n = 171) carried out 1,143 and 1,069 moderations respectively. We used a Mann-Whitney test 
to perform statistical analysis on the reported results.

Learner-sourced ratings
The quality ratings of peer created learning resources, which both groups of moderators sup-
plied on a 5-point Likert scale, indicated whether a resource should be deposited for use in 
RiPPLE. For each group, the percentage, mean, standard deviation, median and p-value of 
participants’ quality ratings were computed.

Confidence ratings
These were ratings of participants’ confidence in their assessment of a resource. For each group, 
we collected and analysed the data in the form of percentages, mean, standard deviation, 
median and p-value.

Agreement
The standard deviation of the ratings for each resource was computed, where a smaller standard 
deviation represented a higher agreement. using this information, the overall average (µ) and 
standard deviation (σ) of deviations across all the resources were then computed. This showed 
the extent to which the provision of a set of standards to students might reduce variation in 
quality judgements.

Length of comments
The average length of comments and the standard deviation were computed for each group 
to find out if use of a rubric reduced the need to comment.

Content of comments
The comments justifying participants’ ratings are indicative of the criteria which constituted the 
students’ understanding of appropriate standards. To analyse the comments, using the qualitative 
data analysis software package Nvivo, the entire data set from both groups was firstly read for 
familiarisation and to create provisional codes. The codes represented the criteria participants 
articulated in assessing the effectiveness or quality of the resources moderated. A total of 5% 
of the comments provided by each group was then manually coded to identify recurrent criteria 
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that were applied. The list of manually generated codes was defined as part of a code book 
which would be applied to a wider sample (see Table 1). This allowed for simplification and 
focus on specific aspects of the data.

A total of 515 and 481 comments representing 45% of the total comments provided were ran-
domly sampled from the control and experimental group respectively for the final analysis. A total 
of 557 and 515 tags (instances of codes) were applied to the comments from the control and the 

Table 1. Final code book generated from the manual coding of comments.
codes definition examples

Accuracy comment refers to the correctness of 
the resource with respect to content.

Positive: ‘Accurate resource. great for revising main 
concepts of the relational model’.

Negative: ‘there is an error in the cardinality ratio’.
Alignment comment refers to the extent to which 

the resource matches content of the 
course.

Positive: ‘good question that tests general 
knowledge on the topic and checks if the student 
has actually paid attention during their classes’. 

Negative: ‘i believe that the way the question is 
currently phrased does not completely rely on a 
course’.

coherence  comment refers to the level of 
consistency, logical connectedness 
and clarity of the resource.

Positive: ‘this resource effectively links several 
concepts of the er diagram’.

Negative: ‘the question is a bit ambiguous. From the 
question we don’t know whether the relationship is 
from which set to the other set’.

critical thinking comment refers to higher order learning 
or the development of critical 
thinking ability.

Positive: ‘very well thought through question. it 
requires students to think that step further’. 

Negative: ‘this question helps understand the 
concept of referential integrity, but it doesn’t 
require much thinking’.

depth comment refers to the level of detail or 
complexity of the resource.

Positive: ‘i also liked the complexity of the question 
especially the doB not being in the format shown 
being used to throw off the user’.

Negative: ‘elaborate more in the explanation on why 
it is more appropriate to create a new entity vs 
using what information has been given in the 
question’.

difficulty comment refers to the level of difficulty 
or simplicity of the resource.

Positive: ‘the difficulty level is intermediate and you 
gave the explanation which will be easy for people 
to understand their mistakes’.

Negative: ‘Personally, i think this question is a bit 
too easy. All of the options are just words 
mentioned during lecture so it would be easy to 
know that all of them are main concepts’.

generic comments general comments with little supporting 
detail.

Positive: ‘the resource looks good’.
Negative: ‘confusing’

language comment refers to linguistic accuracy of 
the resource.

Negative 1: ‘grammar needs work here. “description” 
should be “descriptions,” “identify” should be 
“identifies”’.

Negative 2: ‘there is a spelling mistake in the 
answers’.

Practical relevance comment refers to practicality, 
applicability or relevance of the 
resource to real life or other course 
settings.

Positive: ‘the explanation improves the 
understanding of dBmss in real life’.

Negative: ‘Agree. But consider in real life, people 
would think this in a perspective of human and 
car. Human without car still exist, car without 
human will be garbage’.

resource type comment refers to the type of resource. 
e.g. distractor effectiveness (mcQ), 
note, worked example

Worked example: ‘the example is quite interesting, 
but the relationships between different entities in 
the question aren’t very clear and the worked 
example seem to come out of nowhere’.

MCQ: ‘this is because most multiple-choice questions 
do not have an ‘all of the above’ answer, so it is 
good for the user’s engagement with the resource 
to see a different type of answer option’.
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experimental group respectively. For each group, the frequency of each code was computed using 
the matrix coding function in Nvivo. Based on this, the percentage of each code out of the total 
tags applied to the randomly sampled comments from each group was computed. This allowed 
for an analysis of the rate at which a particular criterion was referenced in the assessment of quality.

To ensure the reliability of the coding, 30% of the randomly sampled comments from each 
group, 155 comments from the control group and 144 comments from the experiment group, 
were double coded by an independent researcher. The double coder was orientated on how 
to apply the codes as stipulated in the code book and any misunderstandings about the defi-
nition of a criterion were clarified. The inter-rater agreement was excellent, at 96.8% across all 
codes. In addition, the overall Cohen’s kappa coefficient across all the codes was 0.93; this 
coefficient measured the degree of inter-rater agreement in applying the codes to the comments 
and accounts for the probability that the coders guessed or applied some of the codes due to 
uncertainty or by chance.

Ethical considerations

While randomised controlled experiments remain the gold standard test for establishing causality 
in education research, there have been debates about how, without due care, they may disad-
vantage students in one of the experimental groups by providing poorer learning opportunities 
(Morrison 2001). However, in the present study, the possible advantage for one group of students 
related to the development of their evaluative judgement, not to their mastery of course content 
and their grades. All students, irrespective of their participation in the study or the group of 
moderators to which they were assigned, had access to the approved learning resources. The 
following processes were also followed to ensure compliance with principles of good research: 
1. students were first presented with a consent form to seek their permission to run educational 
experiments using their data; 2. students could withdraw their consent at any time with no 
negative consequences, and their data were removed from the study. 3. the collected data were 
fully anonymised and were only accessible to the researchers.

Results

Does the use of rubrics impact students’ judgement of the quality of learning 
resources?

To answer this question, participants’ ratings of the quality of resources were analysed. The 
results reported in Table 2 reveal that, in general, both the treatment group and control group 
provided positive ratings (agree to strongly agree) indicating that the resources should be 
included in the pool of available resources; however, the ratings from the treatment group 
tended to be higher (µ = 4.08, Mdn = 4, σ = 1.06) compared to the control group (µ = 3.94, 
Mdn = 4, σ = 1.00);U = 55038, p <.01. This shows that the rubric made a difference since the 
experimental group gave slightly higher ratings than the control group. One possible expla-
nation for the provision of higher average ratings is that the rubric provided was perhaps 
simpler and more generous than the implicit rubric the control group had in mind when 
moderating. The analysis of the comments will allow us to see to some extent whether the 
rubric was indeed simpler than the criteria used by the students.

Does the use of rubrics increase agreement among students evaluating the same resource?

The analysis of average agreement suggests that the rubric aided participants in the treatment 
group (µ = 0.80, Mdn = 0.81, σ = 0.43) to achieve a slightly higher agreement on their quality 
judgements compared to participants in the control group (µ = 0.85,
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Mdn = 0.82, σ = 0.36) (Table 3). However, the difference between the two groups was not 
statistically significant; U = 18470, p = 0.271. An effect size analysis using Cohen’s d showed a 
small effect of the rubric on students’ agreement d = 0.13. We speculate that the rubric missed 
references to some criteria the participants associated with quality and that the use of a more 
comprehensive rubric which aligned with students’ implicit expectations of an effective resource 
may lead to a higher agreement among moderators.

Does the use of rubrics affect students’ confidence in their assessment of the 
resources?

Students’ ratings of confidence in their assessment of the peer created resources were 
analysed to provide statistical information on the average, standard deviation and the p 
value for each group. The results indicate that both groups of students demonstrated high 
confidence in their ratings (agree to strongly agree); however, compared to students in the 
control group (µ = 4.22, Mdn = 4, σ =.80) students in the treatment group (µ = 4.42, Mdn = 5, 
σ =.88) showed a statistically significant higher level of confidence in their ratings; U = 530214, 
p <.01. We speculate that the availability of an explicit standard of quality, provided by the 
rubric, contributed to a higher level of confidence by providing validation of the crite-
ria used.

How does the use of rubrics impact students’ ability to articulate their judgement?

Findings from the length and contents of comments provided by each group were analysed to 
provide answers to this question.

Length of comments
With regards to the length of comments, measured in words, the control group (µ = 18.2, 
Mdn = 12, σ = 19.4) provided slightly longer comments than the treatment group (µ = 17.9, 

Table 2. Analysis of data on rating and confidence.
control % treatment % u and P values

ratings strongly Agree 34.00% 44.3% U = 55038,
p < 0.001Agree 37.80% 31.62%

neutral 18.70% 14.69%
disagree 7.30% 5.80%
strongly disagree 2.20% 3.46%

confidence strongly Agree 43.10% 54.91% U = 530214,
p < 0.001Agree 40.30% 34.33%

neutral 12.60% 8.79%
disagree 3.00% 1.40%
strongly disagree 1.00% 0.56%

Table 3. Analysis of data on agreement and length of comments.
Control

µ±σ
Treatment

µ±σ
U and P

values
Agreement 0.85 ± 0.36 0.80 ± 0.43 U = 18470,

p = 0.271
Length of comments 18. ± 2 1.94 17.9 ± 22.5 U = 591332,

p = 0.191
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Mdn = 11, σ = 22.5), however the difference between these two results was not statistically sig-
nificant; U = 591332.5, p = 0.191 (Table 3). This suggests that the students did not feel that using 
a rubric removed the necessity to provide feedback.

Content of comments
An analysis of the comments reveals that both groups were able to articulate their perceptions 
of the quality of the resources they moderated. This is evident in the criteria expressed in the 
comments provided. Among these were some criteria that were already captured by the rubric 
and others that were not referenced in it. We report findings on the percentages of codes 
applied to comments from each group.

Criteria captured by the rubric
Both groups used criteria which were captured in the rubric to evaluate the quality of the resources 
(see Figure 5a). specifically, the participants were concerned with the accuracy of resources, alignment 
with the course content and coherence/clarity of the resources. While we might expect that the exper-
iment group, with access to the rubric, would express their judgements of quality based on criteria 
expressed in it, it is noteworthy that the control group also articulated the criteria in the rubric even 
though they had no access to it. But were these criteria equally important to the two groups?

The analysis revealed that ‘accuracy of the content’ constituted 11.49% of the codes applied 
to comments from the control group compared to 9.71% for the treatment group. That the 
control group made more references to this quality perhaps indicates that accuracy is a fairly 
obvious criterion to be applied to learning resources, salient even to students without the 
rubric. Both groups were interested in the correctness of the resources and their accuracy with 
respect to the content of the course. There was a difference between the percentage of codes 
concerning ‘alignment’, the extent to which the resource reflected the content of the course: 
8.62% for the control group compared to 16.90% for the experiment group. This contrast sug-
gests that the inclusion of this criterion in the rubric made the experiment group more aware 
of its relevance. The participants were further concerned with ‘coherence and clarity’, a criterion 
that was partially captured in the rubric under ‘clear and easy to understand’. However, the 
participants were not only interested in the clarity of the resources, but also their consistency 
and logical connectedness (Table 1). This made up 20% of the codes applied to comments from 
the experiment group compared to 17.41% for the control group.

Overall, both groups made references to all the criteria that were captured in the rubric, but 
the experiment group was more aware of them. This signifies that these criteria were of value 
to students in their assessment of the quality of learning resources.

Criteria not captured by the rubric
the analysis further revealed that the participants expressed some criteria that were not captured in 
the rubric, namely: potential for critical thinking, depth, difficulty, practical relevance and features specific 
to a resource type (see Figure 5b). the criterion ‘depth’ made up 13.11% of the codes applied to com-
ments provided by the control group and 9.90% of codes applied to comments from the experimental 
group. this suggests that the participants were concerned about the level of detail of the information 
provided in the resources.

The tag ‘difficulty’ constituted 19.03% of the codes applied to comments provided by the 
experimental group compared to 17.77% for the control group. As regards difficulty, the com-
ments were both positive and negative. Firstly, some attested that particular resources were 
perceived to be difficult, but at the right level to enhance learning of the course content. Other 
comments indicated that specific resources were considered overly complicated, extremely 
difficult and would not encourage learning. On the other hand, some resources were seen as 
simple but effective, while other simple resources were judged ineffective for learning. For 
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resources that were deemed simple and ineffective, the student moderators suggested increasing 
the difficulty level in order to improve learning.

In relation to ‘accuracy of language’, the difference between the percentage of codes, 8.61% 
for the control group compared to 4.27% for the experimental group, suggests that the control 
group paid attention to features that did not relate to the actual content of a learning resource, 
whereas the rubric focused attention on the potential for learning. ‘Generic comment’ made up 
10.41% of the codes applied to comments provided by the control group compared to 9.32% 
for the experimental group. The provision of more ‘generic comments’ by the control group could 
be attributed to the absence of a rubric to guide and support the articulation of their judgement.

Figure 5. the percentage of codes applied to comments from each group.
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In addition, further criteria appeared in the comments, although to a lesser extent. These 
include the potential of a resource to enhance critical thinking, its practical relevance and 
features specific to a resource type. There was a minimal difference between the percentages 
of codes concerning ‘critical thinking’, 5.03% for the control group and 4.85% for the exper-
iment group. ‘Practical relevance’ comprised 2.15% of the codes applied to comments pro-
vided by the control and 2.91% of codes applied comments from the experiment group. In 
relation to features specific to a resource type, this was more important to the control 
group (5.40% of tags), which was concerned about the effectiveness of the distractors in 
the multiple-choice questions, compared to the experiment group (3.10% of tags). Even 
though these criteria were less referenced in both groups they reveal students’ understand-
ing of what constitutes quality and show evidence of their thought processes and justifi-
cations of their ratings.

Overall, the analysis of comments reveals that the participants referred both to criteria that 
were captured by the rubric and criteria that were not. The use of these criteria independent 
of the rubric indicates that students have an implicit understanding of what constitutes quality 
in relation to learning resources and were able to apply it in practice.

Difference in commenting behavior
Further analysis was conducted to determine whether the criteria each group applied to assess 
the effectiveness of the resources they moderated were significantly different. This analysis 
aimed at testing the null hypothesis that there was no significant difference in the criteria 
participants used. To do this, the percentages of each code applied to comments provided by 
each group were subjected to a chi-square goodness of fit test. The results showed a non-sta-
tistically significant difference between the criteria the participants applied in assessing the 
effectiveness of the resources across all the codes except for alignment and language, p <.05.

Discussion

The study aimed at investigating the effects of rubrics on students’ ability to evaluate the quality 
of learning resources. It revealed that the use of rubrics can positively but slightly impact stu-
dents’ agreement in assessing the quality of learning resources. The differences between the 
ratings from the experimental and control groups imply that rubrics can influence how students 
attend to quality. It is therefore essential that rubrics provide a useful set of criteria that reflect 
quality in students’ field of study to enable them to practise the application of relevant stan-
dards (Tai et al. 2018).

In addition, the rubric led to greater agreement in judging the quality of the resources in 
the experiment group compared to the control group. This is an indication that the rubric 
impacted participants’ quality judgements by enabling them to be consistent across the group. 
This finding aligns with a study by Panadero and Romero (2014) which concludes that rubrics 
can contribute to the consistency and accuracy of students’ scoring. However, the difference in 
level of agreement was not statistically significant in our experiment. The high level of intra-
group agreement and small difference between the groups suggest that the concept of quality 
held by students from the control group was similar to that of the rubric.

Furthermore, the study reveals a difference in the level of confidence in participants’ assess-
ment of the peer-authored resources, with the experimental group being more confident. This 
presumably suggests that the expected standard of quality was stated clearly in the rubric 
which they used, and that it could be applied without confusion. Though the findings show 
that students’ confidence in making quality judgements was high even without the use of 
rubric, the difference in ratings suggests that the rubric served as a useful tool to scaffold 
students’ decision-making, giving them confidence in it. This finding is in line with studies that 
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show that rubrics provide transparency which may reduce anxiety and give students confidence 
in the assessment process (Panadero, Tapia, and Huertas 2012).

The provision of comments by the experiment group, even though they had access to the 
rubric which already articulated and justified their ratings, indicates that using a rubric did not 
eliminate the need to give comments. The provision of comments by both groups suggests 
further that students are able to give feedback on the quality of resources whether or not they 
are guided by rubrics. There were however some differences between the groups. The analysis 
shows that in general, the control group gave slightly longer comments than the experiment 
group. The absence of a rubric to justify their decision and the need to provide enough ratio-
nale to support their judgements could account for this. In addition, the control group lacked 
specifically defined criteria with key descriptors of quality to guide their judgements. This might 
have led them to provide both more generic comments (short, with no justification) and slightly 
longer comments (with fuller justifications) than the experimental group. This attests to the 
influence of the rubric on how students attend to quality.

The findings further show that the two groups articulated a similar set of criteria in making 
decisions about the quality of the resources they evaluated, applying both rubric and non-rubric 
criteria. A possible explanation for the similarity in the criteria used is that the participants had 
a similar implicit understanding of quality in their field. It therefore appears that students’ eval-
uative judgement or sense of quality has already developed to some extent in relation to learning 
resources in their field. A further implication is that students are likely to turn to additional criteria 
which are already of relevance to them if they perceive that the given criteria (here, those sup-
plied in the rubric) do not enable them to fully evaluate essential features of a resource. The use 
of additional criteria by the treatment group supports Sadler’s observation that words, diagrams 
or symbols may not possess the necessary features to represent the criteria or standards (2014).

In sum, the ability of students to not only rate the quality of the resources but also give 
comments to justify their ratings demonstrates their application of evaluative judgement. Both 
groups made comments which led to the confirmation of the criteria captured on the rubric 
as indicators of quality and to the discovery of additional criteria that influenced their judge-
ments. Their application of an implicit set of criteria shows their understanding of standards in 
their field and a further demonstration of their evaluative judgement, their ability to make 
decisions about quality and justify them.

Conclusion and future work

The study demonstrates the effects of rubrics on the evaluation of the quality of learning resources, 
as part of a meaningful goal-oriented activity, the creation of a shared repository of online 
learning activities. Our results provide evidence that rubrics have a positive but slight impact on 
students’ ability to make judgements in that there was a higher level of agreement but a small 
effect size of the rubric on the ratings of the quality of learning resources. The explicit statement 
of quality provided by the rubric was relatively consistently applied. Students operating without 
such guidance also used a common understanding of quality. That the difference in level of 
agreement was not statistically significant shows that, even without rubrics, students are capable 
of judging the quality of resources in a coherent, meaningful way. Students used a similar set 
of criteria for judgement based on their implicit understanding of quality whether they are pro-
vided with a rubric or not. While the average length of comments was shorter in the treatment 
group, students without the guidance of a rubric were more likely to give very short generic 
comments compared to students guided by a rubric to justify their decisions.

The question remains however as to whether these differences would be sustained, would 
attenuate, or become more marked over time. The data set utilised in this study was from the 
first five weeks when the rubric was newly introduced to students. The study continues to 
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investigate whether the effects of rubrics identified here were maintained throughout the rest 
of the course. A further question relating to time is that of time-on-task and whether the use 
of a rubric adds to students’ processing time or makes it more efficient.

Despite these limitations, this experiment proved useful in revealing the standards students 
apply in making judgements about the quality of learning resources. The analysis of the com-
ments led to the discovery of additional criteria that influenced participants’ ratings and which 
can therefore be seen to be relevant to their context. An improved rubric which incorporates 
some of these criteria will be designed for use in subsequent offerings of the course. Further 
studies will aim to replicate this study across different cohorts using the improved rubrics with 
a larger number of students.
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