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ABSTRACT
Larger student intakes by universities and the rise of education through Massive Open Online Courses has led to less direct contact time with teaching staff for each student. One potential way of addressing this contact deficit is to invite learners to engage in peer learning and peer support; however, without technological support they may be unable to discover suitable peer connections that can enhance their learning experience. Two different research subfields with ties to recommender systems provide partial solutions to this problem. Reciprocal recommender systems provide sophisticated filtering techniques that enable users to connect with one another. To date, however, the main focus of reciprocal recommender systems has been on providing recommendation in online dating sites. Recommender systems for technology enhanced learning have employed and tailored exemplary recommenders towards use in education, with a focus on recommending learning content rather than other users. In this paper, we first discuss the importance of supporting peer learning and the role recommending reciprocal peers can play in educational settings. We then introduce our open-source course-level recommendation platform called RiPPLLE that has the capacity to provide reciprocal peer recommendation. The proposed reciprocal peer recommender algorithm is evaluated against key criteria such as scalability, reciprocity, coverage, and quality and shows improvements over a baseline recommender. Primary results indicate that the system can help learners connect with peers based on their knowledge gaps and reciprocal preferences, with designed flexibility to address key limitations of existing algorithms identified in the literature.
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1 INTRODUCTION
Increased enrolments in higher education and the global expansion of Massive Open Online Courses (MOOCs) place a greater emphasis on designing more innovative and flexible learning options [12]. The substantially larger student intakes accelerated by the 2008 Bradley Review in Australia [2] coincided with an increased need to counter downward trends in student engagement. As institutions increased their use of online learning to cope with scale as well as deliver higher quality blended courses, the risk of social isolation increased. Creating blended learning environments not only creates opportunities for increased engagement learning but also new approaches to increase students’ social/peer networks. Both engagement and social networks are important contributors to student success [54] and social isolation is a significant negative contributor to student success. This is particularly true of online learning [38], but also occurs in blended and face to face environments. One approach for mitigating potential negative consequences of technology enhanced learning is to adopt a community of inquiry pedagogy [32], in which peer-learning software systems focus on providing students with the ability to leverage the inherent power of such large cohorts to improve their learning and their university experience [55].

Supplementing the development of a learning community [37] through technology not only allows an increase in the frequency of interaction and communication between students, but creates an awareness of a community for them to draw upon or otherwise “belong” to [12]. Providing support tools and designing curricula that create opportunities for students to utilise peer networks does not alleviate all challenges associated with peer learning, however improved learning outcomes can follow from meaningful, purposed communications with peers. Learners who engage in peer learning and peer support not only contribute to the existing community, but can create entirely new communities of practice [10].

Falchikov [17] identified that such learning communities are also valuable for other reasons. For instance they lead to the development of “cognitive or intellectual skills or to an increase in knowledge and understanding” (p. 3), or to the development of communication and professional skills. There is much debate over the responsibility of educators to provide such ‘soft skills’ as part of curricula in light of finite time resources and competing demands from more traditional competencies. However, providing an environment that encourages the development and practice of soft skills is possible. Van Der Heijden and colleagues [51] found evidence
for the participation in networks as an important predictor of employability, with interactions therein constituting a strong catalyst for learning as a highly social process. Empirical work on the construct of employability included this participation in a dimension called corporate sense, which can be considered to represent social competence [22].

Tasks relying heavily on interpersonal and cross-departmental engagement emerge in most workplaces, even if not explicitly designed from a team perspective [14]. These behavioural qualities are widely valued by prospective employers [1, 3, 18, 30, 39, 46], and this demand is also reflected in graduates’ perceptions, with many reporting both that such skills are of high value in their careers and were poorly addressed in their studies [13].

The social dimension in education is receiving attention as institutions seek to nurture social learning opportunities and bolster students’ success. From a more immediate perspective, social support is essential to student engagement, wellbeing and retention in the first year of university [19, 42, 54]. As such, it is in the interests of education providers to support the development of social ties wherever possible, towards equipping graduates with successful social skills as well as domain knowledge.

With the benefits of peer and social learning having been established and widely accepted, methods for their effective facilitation present the current challenge. In large classes teachers face a daunting task in connecting learners with peers who can adequately help each other for collaborative assessments or in reaching their academic aspirations generally. Many students in their first year of university will have difficulty navigating their new academic and social environment and adequately exploiting the available resources [11].

Recommender systems [48] offer a potential solution by providing sophisticated filtering techniques to help people find the resources that they need. Specifically, the field of recommender systems for technology enhanced learning (RecSysTEL; [34]) has focused on providing recommendations in the educational setting, with much of the primary research on the recommendation of relevant content and learning objects [15, 35, 36, 52, 53].

In a different body of work on recommending other people, rather than objects, most of the focus has been on online dating and we argue that the general framework of these reciprocal recommender systems [44] can be adapted successfully to educational settings for social learning. We introduce an open-source course-level platform called RiPPLE (Recommendation in Personalised Peer Learning Environments) that has the capacity of providing reciprocal peer recommendation, enabling learners to provide learning support, seek learning support, or find study partners. A further technical contribution of the paper is a new reciprocal recommendation algorithm, designed to support peer learning opportunities.

In preparation for trialling RiPPLE in four large courses at a research-intensive university, an initial set of experiments were conducted. The evaluation concentrates on the feasibility of the recommender by evaluating the impacts of the size of the cohort, distributions of competencies, availabilities and willingness to collaborate. Synthetic data sets were created for this purpose. Primary results indicate that the system can help learners connect with peers based on their knowledge gaps and reciprocal preferences.

2 BACKGROUND

The area of reciprocal peer recommendation is closely related to peer learning and group formation and two subfields tied to recommender systems, namely, RecSysTEL and Reciprocal Recommender Systems. Section 2.1 provides a brief review of the past work closely related to peer learning and group formation. Section 2.2 presents brief reviews of the literature on RecSysTEL and Reciprocal Recommender Systems and considers how these fields relate to reciprocal peer recommendation.

2.1 Peer Learning and Group Formation

Early work in the area of peer recommending in a university course resulted in the Peer Help System, PHeLpS [20] which, among other functions, provided students with a means of finding a peer helper and facilitating direct communication between both parties. Comprehensive student models based on general information and evaluations of knowledge, competency and willingness to provide help contributed to a score for each student that could be used by the system to select appropriate helpers when required. Knowledge representation models were employed to make accurate inferences about student knowledge that was not explicitly assessed which greatly assisted in the system’s ability to find the most suitable peers [20].

PHeLpS and a subsequent system I-Help [6] facilitated effective use of existing peer networks as a learning resource with a focus on just-in-time requests for help in an online environment. As such, the goals did not necessarily involve the encouragement of soft skills, social networking or collaboration but rather the provision of a new resource for receiving assistance with specific problems in the peer community. More recently, tools such as MOOCchat which uses a structured, real-time (synchronous) chat session have been employed for students to engage in a formatively assessed discussion of concepts in the online component of a very large (1000+ student) on-campus, hands-on design projects course [47]. Asynchronous peer-learning support tools such as Piazza or Casper [23, 49] allow students to post queries for assistance on their prescribed course assessment or learning activities in their own time.

Many studies in the domain of peer-recommending have focused on solving the problem of group formation. A peer-finding service called DEPTHS [25] used participants’ competencies such as social connections and knowledge level to suggest potential collaborators in a core collaborative project assessment. DEPTHS used users’ search history of online resources to identify peers who were interacting with similar content [25]. In this regard, peer recommending in DEPTHS was based on emergent properties of users’ interactions with the system (implicit preferences) rather than explicit preferences.

Another system, DIANA [40], addressed the formation of small heterogeneous groups for the purposes of collaborative learning. Using arrays of student characteristics (estimated subject knowledge, communicative skills and leadership skills), DIANA employed a genetic algorithm to form collaborative groups in a university programming course. An evaluation using course grades found that groups formed using the algorithm performed significantly better than groups that were either randomly assigned or self-organised [40].
We designed our algorithm with these criticisms in mind. 
Olakanni and Vassileva [41] reviewed several other grouping algorithms and identified four limitations of the current approaches: constraints on the number of user preferences/attributes resulting in inflexibility where a user’s requirements do not align perfectly with those built into the system, “orphaned learners” who are not grouped successfully, self-report evaluation, and a focus on enhancing the learning activities rather than benefits to the learners’ skills. We designed our algorithm with these criticisms in mind.

2.2 RecSysTEL and Reciprocal Recommender Systems

Recommender systems for technology enhanced learning is an active and rapidly evolving research field. For example, Drachsler et al. [15] performed an extensive classification of 82 different systems, and Erdt et al. [16] reviewed the various evaluation strategies that have been applied in the field. Together these articles provide recent comprehensive surveys that considered more than 200 articles spanning over 15 years. In the educational setting, much of the primary research on recommender systems is directed at the recommendation of relevant content and resources for learning. For example Lamire et al. [31] used inference rules to provide context-aware recommendations on learning objects, Bousbahi and Chorfi [5] recommended courses to learners, and Mangina and Kilbride [33] recommended documents and resources within e-learning environments to expand or reinforce knowledge. Interestingly, Khosravi et al. [28] combined content based filtering with collaborative filtering (CF) to make recommendations in a student-authored repository. When recommending learning objects (e.g. questions) related to student knowledge gaps, Cazella et al. [8] provided a semi-automated, hybrid solution based on CF (nearest neighbour) and rule-based filtering, while Thai-Nghe et al. [50] used students’ performance predictions to recommend more appropriate exercises.

Reciprocal recommender systems has a literature rich with applications in online dating [43], job matching [24], and social networking [21], each highly tailored by the best consideration of the specific needs and constraints of the immediate environment. Fundamentally they entail operationalised user preferences and seek solutions such as a list of recommendations that match those preferences to a higher degree than competing items. In reciprocal recommendation, items are usually other users whose preferences must also be fulfilled and so entail a higher level of complexity than other recommender systems [44]. Much of the research in social recommending has been developed and evaluated in existing social networks and particularly online dating sites where the site and/or the individual users may have a substantial data history which can be used to train machine learning algorithms [7, 9, 29]. In peer recommending the environment may be a newly formed cohort of learners (such as a first-year university course) who have no data history but can volunteer preferences on a narrow selection of relevant variables for the purposes of matching.

By their nature, recommender systems across domains will exhibit similarities to a high degree. All systems incontrovertibly share the same fundamental goal - to provide recommendations that are well-received by users according to their preferences, explicit and implicit, in an otherwise overwhelming information environment where the likelihood of users successfully finding preferred items without technological assistance is very low. However the nature of domain-specific information and definition of a successful recommendation is so heavily context- and goal-dependent that little more than the general way of thinking can be adapted or generalised from existing systems to new domains. This is particularly true of the formulation of user preference models upon which recommendations are to be based, making them necessarily bespoke.

As such, while reciprocal peer recommendation has similarities to traditional recommendations in education and reciprocal recommendations in other domains, it does have a distinct nature. Although some primary research has been done on utilising peer learning and support for improving learning and enhancing the learning experience of students, the area remains fertile for many research and development opportunities. In this paper we introduce a platform that can enable adoption of peer support systems for both large on-campus and online courses with competency-based user preference models.

3 PROVIDING RECIPROCAL PEER RECOMMENDATION IN RIPPLE

This section introduces both the proposed platform and reciprocal recommender system. Section 3.1 provides an overview of the developed platform called RiPPLE. Section 3.2 presents a formal description of the problem under investigation using mathematical notation. Section 3.3 defines a non-reciprocal compatibility function, which is used in the reciprocal peer recommendation algorithm introduced in Section 3.4. Finally, Section 3.5 introduces a small example to illustrate how the algorithm works. Table 1 provides a summary of the notation used in this section.

3.1 Platform Description

RiPPLE is an adaptive, web-based, student-facing, open-source platform that aims to provide a personalised and flexible learning experience that better suits the needs and expectations of the digitally minded learners of the 21st century. RiPPLE (1) empowers learners to contribute to co-creation of learning content; (2) recommends learning content tailored to the needs of each individual; and (3) recommends peer learning sessions based on the learning preferences and needs of individuals that are interested in providing learning support, seeking learning support or finding study partners [27].

Source code 1 and a prototype 2 of the platform are available through a GitHub account.

The prototype currently only supports the use of the platform on desktops and laptops and does not extend to use on other smart devices.

Individuals nominate their availability in hourly blocks between 08:00 and 20:00, Monday to Friday, and their preferences for providing or seeking peer learning support and finding study partners

---

1https://github.com/hkhosrav/RiPPLE-Core
2https://hkhosrav.github.io/RiPPLE-Core/
across the range of course-relevant topics. An example of the interface is provided in Figure 1. An indicator of the individual’s competency is provided in the form of a coloured bar chart superimposed over the list of topics. The option to provide peer support is only available for those topics in which the student meets a required competency threshold, denoted in the bar chart by the colour blue. Competency levels are derived initially from student’s responses to multiple choice questions (MCQs) which are also contained in the RiPPLLE platform. Competencies can be updated using the individual’s cumulative performance on assessment items and quizzes progressively during the teaching period using algorithms described by Khosravi et al. in [28].

Figure 2 provides an example of a peer support recommendation in the student interface, identifying the potential peer learning supporter and the two topics for which support is available. Students then have the option to ignore or request a meeting with the recommended peer at the nominated time and date.

### 3.2 Problem Formulation

Assume that a platform that enables students to provide peer learning support such as RiPPLLE is being used within a course. Let \( U \) denote the number of learners that are using the platform, and \( u, u_1, u_2 \) refer to arbitrary learners. Let \( L \) denote the number of distinct topics that are covered in the course, and \( l \) to denote an arbitrary topic. Let \( T \) denote the number of weekly available time slots for scheduling a study session, and \( t \) to denote an arbitrary time slot. Finally, let \( Q \) present the number of different roles a learner can have during a study session and \( q \) present an arbitrary role; in the current setting, \( Q \) is set to three: \( q=1 \) is used to present providing peer learning support, \( q=2 \) is used to present seeking peer learning support, and \( q=3 \) is used to present searching for study partners.

Let’s assume that the following information can be collected through the platform:

- **Requests**, \( R_{UXLxQ} \): A three dimensional array where \( R_{ulq} = 1 \) indicates that user \( u \) has indicated interest in participating in a study session on topic \( l \) with role \( q \).
- **Competencies**, \( C_{UL} \): A two-dimensional array in which \( C_{ul} \) shows the competency of user \( u \) in topic \( l \). Values in \( C \) are in the range of 0 to 100.
- **Availability**, \( A_{UXT} \): A two-dimensional array in which \( A_{ut} = 1 \) shows that user \( u \) is available at time \( t \), and \( A_{ut} = 0 \) shows that user \( u \) is not available at time \( t \).
- **Preferences**, \( P_{UXQ} \): A two dimensional array in which \( Puq \) shows the competency preference of user \( u \) in role \( q \).

The aim of the platform is to provide a list of up to \( k \) recommendations for each user, where a recommendation is of the form \([u_1, u_2, [l], [q], t, s]\) indicating that user \( u_1 \) receives recommendation to connect with user \( u_2 \) on a list of topic \([l]\) on a list of roles \([q]\) at time \( t \) with a reciprocal score of \( s \). For each given recommendation, the platform attempts to satisfy the preferences of both users as much as possible. The output of the recommender system is a list of **N Recommendations**, \( \text{Recoms}_{N} \) that include up to \( k \) recommendations for each learner. The platform can use \( \text{Recoms} \) to display a set of recommendations to each learner.

<table>
<thead>
<tr>
<th>Course Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U )</td>
<td>Number of users</td>
</tr>
<tr>
<td>( L )</td>
<td>Number of topics</td>
</tr>
<tr>
<td>( T )</td>
<td>Number of available time slots per week</td>
</tr>
<tr>
<td>( Q )</td>
<td>Number of roles, which is three (( q=1 ), provide learning support), (( q=2 ), seek learning support), (( q=3 ), search for study partner)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Input Data</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_{UXLxQ} )</td>
<td>A three dimensional array where ( R_{ulq} = 1 ) indicates that user ( u ) has shown interest in providing role ( q ) in topic ( l ).</td>
</tr>
<tr>
<td>( C_{UL} )</td>
<td>A two-dimensional array in which ( C_{ul} ) shows the competency of user ( u ) in topic ( l ).</td>
</tr>
<tr>
<td>( A_{UXT} )</td>
<td>A two-dimensional array in which ( A_{ut} ) shows the availability of user ( u ) at time ( t ).</td>
</tr>
<tr>
<td>( P_{UXQ} )</td>
<td>A two-dimensional array in which ( Puq ) shows the competency preference of user ( u ) for roles ( q ).</td>
</tr>
<tr>
<td>( k )</td>
<td>Maximum number of recommendations to be provided for each user.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Competency preference model</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J_{ui,ul} )</td>
<td>The joint competency of ( u_1 ) and ( u_2 ) in a topic ( l ).</td>
</tr>
<tr>
<td>( \tau )</td>
<td>The desired minimum threshold for any ( J_{ui,ul} ).</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>The leniency parameter for ( \tau ).</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>The standard deviation for the distribution of competency compatibility scores.</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>A very small constant number used for setting the score of users that are incompatible.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Output</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Recoms}_{N} )</td>
<td>A list of ( N ) recommendations where each recommendation is a list in the form of ([u_1, u_2, [l], [q], t, s]) indicating that user ( u_1 ) has received recommendation to connect with user ( u_2 ) on topic ([l]) holding roles ([q]) at time ( t ) with a reciprocal score of ( s ).</td>
</tr>
</tbody>
</table>

Table 1: A summary of the notation used in Section 3.

### 3.3 Defining a Competency Preference Model and Compatibility Function

In the context of reciprocal recommenders, compatibility between two users can be defined generally as the extent to which their goals and preferences align or are otherwise complementary in accordance with the users’ objectives. In the current system, the primary challenge is in defining compatibility as a function of learners’ requests \( R \), competencies \( C \), availability \( A \), and preferences \( P \). Compatibility in terms of \( R \) and \( A \) are considered as hard constraints. As such, the compatibility score \( s_{ui,uj} \) of two users \( u_1 \) and \( u_2 \) that have incompatible requests or availabilities is set to a small constant value \( \epsilon \). This is done via Algorithm 1, which is defined in Section 3.4. This section outlines our approach for computing \( s_{ui,uj} \) only for users \( u_1 \) and \( u_2 \) that are compatible in terms of \( R \) and \( A \).

The score of \( s_{ui,uj} \) is computed as the product of two factors: (1) the effectiveness of a study session based on the learners’ competencies and (2) the preferences of \( u_1 \). In computing \( s_{ui,uj} \), only the preferences of \( u_1 \) are considered. Section 3.4 later discusses how \( s_{ui,uj} \) and \( s_{uj,ui} \) may be combined towards computing a reciprocal score.

The first factor, inspired by the findings of Blumenfeld [4] on successful peer learning, proposes that for a peer learning session to
to compute the extent to which the partnership of that user preference of user $u$ shown by a vector $q$ may be useful in reducing orphaned users during implementation. Therefore, $H$ is interesting to note that $H$ is symmetric; therefore, $H(u_1, u_2, l, \tau, \alpha) = H(u_2, u_1, l, \tau, \alpha)$.

The second factor is based on the preferences of $u_1$, which are shown by a vector $P_{u_1}$. In this vector, $P_{u_1,q}$ shows the competency preference of user $u_1$ for role $q$. For example for, $p_{u_1,1} = -10$ means that $u_1$ prefers providing support to peers with a competency of around 10 less than $C_{u_1,l}$ and $p_{u_1,2} = 30$ means that $u_1$ prefers seeking support from peers that have a competency of around 30 more than $C_{u_1,l}$. To be able to provide meaningful recommendations, we constrain eligibility by role such that users (1) provide support to less competent learners, (2) seek support from more competent learners and (3) find study partners with relatively similar competency to that of their own.

The contribution to the compatibility score $s_{u_1,u_2}$ in a topic $l$ with a role $q$ is calculated as the height of the Gaussian function $G$ at value $C_{u_1,l}$ with centre $C_{u_1,l} + P_{u_1,q}$ with a standard deviation of $\sigma$ on a 100 point scale.

$$G(u_1, u_2, q, l, P_{u_1,q}, \sigma) = 100e^{-\frac{-(C_{u_1,l} - (C_{u_1,l} + P_{u_1,q}))^2}{2\sigma^2}}$$

(3)

The parameter $\sigma$ models the leniency of users in terms of being matched with peers that do not exactly fit their specified preferences. The function $G$ is asymmetric, only cooperating with the preferences of $u_1$.

Taken together, $s_{u_1,u_2}$ is calculated as the product between the two values from the Gaussian and logistic functions, summed over all matched topics and $u_1$’s associated role in each topic as shown below.

$$s_{u_1,u_2} = \sum_{(l_i,q_i)\in\{l_i,q_j\}} H(u_1, u_2, l_i, \tau, \alpha) \times G(u_1, u_2, q_i, l_i, P_{u_1,l_i,q_i}, \sigma)$$

(4)

Figure 3 displays the resulting distributions of compatibility scores of two users $u_1$ and $u_2$ from the perspective of $u_1$ on a topic $l$ for arbitrary parameters $\alpha = 10$, $\sigma = 20$, $\tau = 40$ and $P_{u_1} = [-30, 60, 0]$. Figure 3a shows the compatibility of $u_1$ with other users as a function of competency, where $u_1$ is seeking study partners. Compatibility scores are normally distributed around $C_{u_1,l} = C_{u_1,l}$, with $\tau$ minimising compatibility between two users below the threshold competency. Figure 3b shows the compatibility of $u_1$ with other users as a function of competency, where $u_1$ is seeking peer learning support. In this example, $u_1$ prefers peer learning supports with 60 points higher in competency for successful tutoring. Therefore, compatibility scores are normally distributed around $C_{u_1,l} + 60 = C_{u_1,l}$. In this example, the constraint set by $\tau$ does not have an impact on the score as pairing $u_1$ with peers with competency $C_{u_1,l} + 60$.
guarantees a joint competency higher than the desired minimum threshold.

![Figure 3: Compatibility scoring for u₁](image)

### 3.4 Reciprocal Peer Recommendation Algorithm

Algorithm 1 presents a reciprocal peer recommendation algorithm. This algorithm takes $R$, $C$, $A$, $P$ and $k$ as input and generates a list of recommendations for the entire cohort that includes up to $k$ recommendations per user. This algorithm could be executed by RiPPL e at the end of each week to provide recommendation on study sessions for the coming week.

At a high level, the algorithm generates a list of recommendations for each user that are combined into a single list, which is ultimately the output of the algorithm. The outer loop of the algorithm selects a user $u₁$. For each user other than $u₁$, referred to as $u₂$, the algorithm uses $A$ to find a mutually convenient time slot for a session to be held between $u₁$ and $u₂$. The algorithm then uses $R$ to find a set of matching topics and a set of matching roles associated with these topics to be covered during the session. The reciprocal score between user $u₁$ and $u₂$ is captured in $Score[u₂]$. This score is set to $\epsilon$ for users that are not compatible with $u₁$. For users that satisfy the hard constraints, $Score$ is calculated as the harmonic mean of the compatibilities from user $u₁$ to $u₂$ and vice-versa, which are computed using the competency preference model in section 3.3. Compared to the arithmetic mean, the harmonic mean guarantees to provide a much smaller reciprocal score for users whose compatibility towards each other differ considerably. Therefore, the algorithm would prioritise recommendations that benefit both users [43].

Figure 4 shows the distribution of competency preferences and the reciprocal scores for $u₁$ and $u₂$ on topic $l$, where $P_{u₁l} = -10$ ($u₁$ is providing support and prefers users who have competency $10$ points lower than $C_{u₁l}$) and $P_{u₂l} = 80$ ($u₂$ is seeking peer support with a preference for those who have competency $80$ points higher than $C_{u₂l}$). The extent to which both users are recommended to each other is defined by the harmonic mean distribution shown in the third frame of Figure 4.

Once all of the reciprocal scores in $Score[U]$ have been computed, the $k$ users with the highest score are selected. For any of these users that are compatible with $u₁$ (i.e., their reciprocal score is bigger than $\epsilon$), a recommendation is appended to $u₁Recoms$. The set of the recommendations for each user are then added to $Recoms$, which store the recommendations for the entire cohort.

![Figure 4: Distribution of competency preferences and the reciprocal scores for $u₁$ and $u₂$.](image)

### 3.5 Simple Example

In this section an example with 5 learners ($L₁, \ldots, L₅$) is presented to illustrate the calculation of the reciprocal score between pairs of learners. Table 2 includes the availability, topic competence, the role the learner is seeking and the specified role preference scores.
for each learner. The proposed algorithm is able to provide recommendations for multiple topics with the learner specifying a role preference for each topic (i.e., $R_{U \times L \times Q}$ and $C_{U \times L}$) but in order to create a simple illustrative example, the role preferences and associated competency are only provided for a single topic. The following parameter values are provided to the reciprocal recommender algorithm in this example: the number of recommendations ($k$) is set to 1 and the minimum desired threshold ($r$) for the joint competency function is set to 30. As described in Section 3.3, the joint competency between learners needs to be above $r$ to ensure that learners with a low joint competency in a topic are not matched.

Table 2: Student preferences used in example

<table>
<thead>
<tr>
<th>A</th>
<th>C</th>
<th>Roles</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_1$</td>
<td>$q = 3$</td>
</tr>
<tr>
<td>L1</td>
<td>1</td>
<td>0</td>
<td>80</td>
</tr>
<tr>
<td>L2</td>
<td>1</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>L3</td>
<td>1</td>
<td>0</td>
<td>60</td>
</tr>
<tr>
<td>L4</td>
<td>1</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>L5</td>
<td>0</td>
<td>1</td>
<td>60</td>
</tr>
</tbody>
</table>

Four of the five learners in Table 2 share an explicit preference match for timeslot $t_1$ but have different role preferences and preference scores for providing and seeking peer learning support for Topic $t_1$. The algorithm proposed in this paper also provides learners with the ability to set their own competency preferences for each role, which is captured in $P$. A learner is able to set a competency score for a role preference by providing a competency score differential. A learner such as L1, who has a high competency in Topic $t_1$ can choose to mentor learners with very low competency in a topic. Preferences make the proposed algorithm very flexible especially within an educational context allowing students to express their personal preference in providing and seeking support. In Table 2 L1 specifies a negative competency score (i.e., -80 points) indicating a preference to provide learning support to learners whose competency matches the difference between their score and the specified preference value. L2 sets a positive score (i.e., +60 points) indicating that they would like to receive learning support from learners with competency greater than their own by the specified value.

Table 3 contains the reciprocal scores returned by the recommendation algorithm. L2 and L4 are seeking peer learning support and both L1 and L3 are available in the timeslot and have specified their ability to provide peer learning support. The reciprocal score matching L1 and L4 is higher than the score between L3 and L4, because the learner specified preference scores are a better match for L1 and L4. The reciprocal score matching L2 and L3 is higher than the score between L2 and L1, again due to the preference scores specified by the learners. L5 is not available in Timeslot $t_1$ and can only be matched with L4; however due to a mismatch between their specified preferences their reciprocal scores is quite low.

Table 4 shows the recommendations that will be made by the platform. It is interesting to note that while the reciprocal scores between two users are symmetric, it does not necessarily mean symmetric recommendations will be made (e.g., L4 and L5). Recall that in this simple example the number of recommendations ($k$) is constrained to 1.

It is evident from the resulting reciprocal scores that the proposed reciprocal recommendation algorithm is successfully able to incorporate both hard and soft constraints.

4 EVALUATION

4.1 Experimental Environment Setup

Data Sets. The synthetic data algorithm generated matrices for $R$, $C$, $A$, and $P$ by specifying $U$, $L$, and $T$ for the system. Additional user inputs included the minimum and maximum number of topics ($L_{min}$, $L_{max}$) and time slots ($T_{min}$, $T_{max}$), as well as the standard deviation for the competencies of the users $\sigma_c$. Within the system, competencies where expressed as a value between zero and 100 inclusive. The competency of each user on a topic was generated using a truncated normal distribution using a randomly generated mean competency and the competency standard deviation input. These topics where then sorted by ascending competency and a random number of roles between the bounds supplied in the input were assigned to create a request. Providing support roles were assigned to the highest competencies, seeking support roles to the lowest competencies and co-studying roles to the topic with the median competency of the available topics. Time availability was determined by randomising the number of available time slots within the bounds provided by the input. In the absence of an empirical basis for the amount by which two users should differ in competency to be successful in a peer learning support partnership, we generated learners’ competency difference using a vector $p_q$, the size of which depends on users’ preferences for who they are comfortable peer supporting and who they wish to receive peer support by in terms of competency difference, and assume a Normal distribution with a standard distribution of $\alpha_p$ for generating values in $P$.

Evaluation Metrics. The outcome of the system is evaluated using the following criteria:

- **Scalability**: Based on the time taken for running algorithm 1.
- **Reciprocity**: Based on precision of reciprocal recommender systems as described in [45] and Section 4.3.
- **Coverage**: Based on the percentage of users that have been recommended at least once to other users.
- **Quality**: Based on the average joint competency of learners that are recommended to each other across all learners.

**parameter settings.** In all experiments the parameters are set using the following default values if not otherwise stated: $U = 1000$, $L = 10$, $T = 10$, $R=3$, $k=5$, $r=40$, $\alpha=10$, $\sigma=10$, $\epsilon=1$, $L_{min}=1$, $L_{max}=5$, $T_{min}=1$, $T_{max}=10$, $\sigma_c=20$, $p_q=[-20, 40, 0]$, and $\alpha_p=5$.

<table>
<thead>
<tr>
<th>Table 3: Reciprocal scores</th>
<th>Table 4: Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>L2</td>
</tr>
<tr>
<td>$L_1$</td>
<td>61</td>
</tr>
<tr>
<td>$L_2$</td>
<td>61</td>
</tr>
<tr>
<td>$L_3$</td>
<td>$\epsilon$</td>
</tr>
<tr>
<td>$L_4$</td>
<td>88</td>
</tr>
<tr>
<td>$L_5$</td>
<td>$\epsilon$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[L_1, L_4, [t_1], [q=1], t_1, 88]$</td>
</tr>
<tr>
<td>$[L_1, L_4, [t_1], [q=2], t_1, 88]$</td>
</tr>
<tr>
<td>$[L_2, L_3, [t_1], [q=2], t_1, 91]$</td>
</tr>
<tr>
<td>$[L_3, L_2, [t_1], [q=2], t_1, 91]$</td>
</tr>
<tr>
<td>$[L_5, L_4, [t_1], [q=1], t_2, 23]$</td>
</tr>
</tbody>
</table>
4.2 Scalability

There are different parameters that affect the runtime of Algorithm 1, among which the number of learners, \( U \), has the highest impact. The runtime of RiPPLE with respect to different values of \( U \) under different settings for \( k \) are reported in Figure 5. As expected, the runtime of the algorithm increases as \( U \) is increased. The runtime of the algorithm is quadratic, \( O(n^2) \), which is also confirmed by the experimental results.

The value of \( k \) does have a significant impact on the runtime of the algorithm. This is expected as the for loop adding the \( k \) recommendations runs in constant time.

![Figure 5: Runtime of Algorithm 1 as the number of learners is increased.](image)

In the current implementation, the recommendation algorithm is executed once by RiPPLE at the end of each week, providing recommendations for the week ahead. As such, the runtime of the algorithm does not have a significant impact on the scalability of the system. In future versions of the platform, our goal is to be able to provide recommendations on demand, where runtime of the algorithm would have a more significant impact on the usability of the system. The use of caching techniques will allow the runtime of the platform to be further improved; however, even with the current setting in a class of 1000 students, the platform is able to provide recommendations to a single user in \( \frac{450}{1000} = 0.045 \) of a second.

4.3 Reciprocity

In this experiment, we evaluate the effectiveness of the use of our reciprocal score against a baseline non-reciprocal score. For the baseline score we have used the \( S_{u_1u_2} \), as described in Section 3.3, which only considers the preference of the learner receiving the recommendation without the condition of reciprocity. For this experiment, we use the precision of reciprocal recommender systems defined by Prabhakar [45] as follows: “learner \( u_1 \) is a successful (reciprocal) recommendation (out of the K-total) for learner \( u_2 \), if and only if \( u_1 \) is also in the top k recommendations of learner \( u_2 \)”. Precision for learner \( u_1 \) is obtained by dividing the number of successful recommendations by \( k \), and the precision of the system is defined as the average precision across all users.

Figure 6a compares the precision of the platform for \( U=200 \) based on different values of \( k \) using the defined reciprocal and non-reciprocal scores. Our results matches the results reported by Prabhakar [45] in that the precision of the reciprocal score is notably higher than the baseline. It is interesting to note that an increase in \( k \) increases the fraction of the successful recommendations, which is shown by precision. Figure 6b compares the precision of the platform for \( k=5 \) based on different values of \( U \) using the defined reciprocal and non-reciprocal scores. Again, the precision score of the reciprocal score far exceeds the non-reciprocal baseline score. In addition, increasing \( U \) leads to a lower precision for both scores. This is expected as an increase in \( U \), while \( k \) is kept constant, reduces the probability of a successful reciprocal recommendation.

![Figure 6: Precision of the platform for a reciprocal and a non-reciprocal score.](image)

4.4 Coverage

In this experiment we evaluate the coverage of the reciprocal recommender system. Figure 7a presents the coverage of the platform as \( U \) is increased under different settings for \( k \). For smaller values of \( U \), the coverage of the platform is close to 0.9 for most reported values of \( k \). Under much stricter conditions for \( \tau \) and \( k \) and for larger \( U \), coverage remains above 0.4. Recall that coverage is defined as the proportion of users that have been recommended at least once to other users; even under these strict conditions almost all of the learners are still receiving recommendations.

![Figure 7: Coverage of the platform as \( U \) is increased under different settings for \( k \) and \( \tau \).](image)
4.5 Quality
We assess the quality of a pairing between $u_1$ and $u_2$, $J_{u_1u_2}$, based on their average joint competencies across topics that they are matched on using the following formula:

$$J_{u_1u_2} = \frac{\sum_{l \in [1]} J_{u_1u_2} I(l)}{\text{size}(l)}$$  \hspace{1cm} (5)

Using this definition, we assess the quality of the provided recommendations for the entire cohort as the average quality of the pairings in $\text{Recoms}_N$ using the following formula:

$$J = \frac{\sum_{(u_1, u_2) \in \text{Recoms}_N} J_{u_1u_2}}{N}$$  \hspace{1cm} (6)

Figure 8a shows the impact on $J$ with the number of users $U$ and changes to $\tau$, the minimum competency threshold. Figure 8b shows the impact on $J$ of $\alpha$, the leniency parameter. The results are not unexpected. Increasing $\tau$ results in a higher $J$ independently of the number of users, and relaxing $\alpha$ produces comparatively lower $J$ for values of $\tau > 40$.

(a) Changing $U$  \hspace{1cm} (b) Changing $\tau$

Figure 8: Approximating the quality of the recommendations as $\tau$ is increased under different settings for $U$ and $\alpha$

5 CONCLUSION AND FUTURE WORK
A novel learning platform called RiPPEL that supports peer learning and reciprocal peer recommendation was introduced. RiPPEL uses learners’ topic-level competencies, approximated through students’ responses to tagged multiple-choice questions within the platform, alongside their explicit preferences to recommend peers for the purposes of providing or receiving learning support and finding study partners. The defining feature of any recommender system is the user preference model which must reflect the recommendation goals and available data. The formulation of a competency-based user preference model and reciprocal scoring function was detailed, designed with the aim of promoting recommendations that benefit both users.

An experimental validation of RiPPEL used synthetic data sets to determine the scalability and feasibility of the platform before it is introduced to real users. The synthetic data sets evaluated the behaviour of RiPPEL across the range of parameter settings using the key criteria of scalability, reciprocity, coverage, and quality. The results of the evaluation were not unexpected. Coverage was heavily dependent on the number of users, number of recommendations per user and threshold settings. Importantly, the precision of recommendations was higher compared to non-reciprocal recommendations for all cohort sizes and variations to the number of recommendations per user.

The absence of anomalous findings in these primary results indicates that RiPPEL can help learners connect with their peers in the manner proposed across a wide range of competency levels and cohort sizes. The platform is planned for use in large introductory courses from three different faculties next semester. Subsequent evaluations will address the most significant limitation of the current study - that the recommendations are not validated using real users who can provide compelling evidence of RiPPEL’s capacity to make meaningful recommendations.

RiPPEL is designed to support A/B testing so that parallel-group double-blind randomised experiments may be conducted. Our goal is to validate the platform with a control group that would receive random peer recommendations and an experimental group that would receive targeted peer recommendations using the proposed algorithm. This will allow us to determine whether or not the recommendations lead to measurable gains and also provide insight into the manner in which users select preferences, the conditions upon which they accept or ignore recommendations, how they choose from a list of $k$ recommendations, and otherwise interact with the system.

Variable parameters allow for the recommender to be highly customisable for both administrators (as in setting a minimum joint competency) and for users who can specify their competency preferences according to their perceived needs and/or confidence in providing support. This flexibility was intended to address the key limitations identified by Olakanmi and Vassileva [41] regarding inflexibility and orphaned learners. Empirical studies of the competency differences between users providing and receiving peer support through RiPPEL recommendations, and the relationship of these differences with successful learning, will not only serve to address Olakanmi and Vassileva’s other criticisms of self-report evaluation and promoting learning activities ahead of learners’ skills, but will also primarily become the basis for determining appropriate default parameter settings in RiPPEL.

The consequences for future experimental work go beyond addressing recognised limitations of peer recommending however. The findings of such investigations have further potential to inform new theories of peer learning and subsequently shape this aspect of technology enhanced learning systems broadly.

REFERENCES
LAK ’18, March 7–9, 2018, Sydney, NSW, Australia


[51] Carl A Reidsemia, Lydia Kavanagh, Emmi Ollila, Stephanie Otte, and Julie E McCredden. 2016. Exploring the quality and effectiveness of online, focused peer discussions using the MOOCchat tool. In 27th Australasian Association for Engineering Education Conference. AAEE.


[58] Paula Wilcox, Sandra Winn, and Maryllyn Fyvie-Gauld. 2005. aAT 1 was nothing to do with the university, it was just the people. The role of social support in students’ accounts of turning point experiences in the first-year transition of studies in higher education. Studies in higher education 30, 6 (2005), 707–722.


